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PREFACE

PREFACE

This E-book contains 44 full-length papers of the contributions presented at SIM-AM 
2019, the second International Conference on Simulation for Additive Manufacturing, 
held in Pavia, Italy, hosted by the University of Pavia, from 11 to 13 September 2019.

In 2003, ECCOMAS initiated the successful experience of creating a series of Thematic 
Conferences, to be held in the odd years, on state-of-the-art topics in computational 
science and engineering. They are organized with the support of ECCOMAS and they 
attract overall about 3,000 participants. 

In 2017, following the disruptive success of additive manufacturing as a new, very 
promising, production technology for creating solid structures of virtually any shape, 
the first thematic conference on Simulation for Additive Manufacturing was organized 
at TUM in Munich, Germany. 

Additive Manufacturing (AM) products and processes are often much more complex 
than those obtained through classical manufacturing techniques, raising new questions 
for numerical simulations. Applications for AM products range across many fields 
in engineering, from design models to lightweight components for the automotive 
or aerospace industry, or to medical applications. Moreover, AM processes involve 
multi-physics and multi-scale phenomena: whereas relevant spatial scales range over 
many orders of magnitude, important time scales start at microseconds for physical 
processes and reach to hours or even days. Physics involved include mechanical, 
thermal, radiation and phase change problems. And most essential for simulation of 
AM is validation and verification. Last but not least a lack of appropriate manufacturing 
technologies hindered for a long time the realization of designs as obtained, e.g., by 
shape and/or topology optimization. 

All these reasons together with the recorded great success of the 2017 event in Munich 
represent the strong motivations for the promotion and continuation of a dedicated 
ECCOMAS Thematic Conference on Simulation for Additive Manufacturing, covering 
topics that range from CAD-to-part chain to innovative applications, from material 
modeling to multi-physics and multi-scale simulation, from shape and topology opti-
mization to validation and verification.

Our sincere appreciation goes to plenary lecturers, invited session organizers and all 
the authors who have contributed to the outstanding scientific quality of the confer-
ence. Finally, we wish to thank Mr. Alessio Bazzanella from CIMNE, Barcelona, Spain, 
and Mrs. Laura Mazzocchi from the University of Pavia, Italy, for their excellent work 
in the support of the conference organization and for the publication of this volume.

Ferdinando Auricchio
Department of Civil Engineering  

and Architecture
University of Pavia

Italy

Simone Morganti
Department of Electrical, Computer, 

and Biomedical Engineering 
University of Pavia

Italy
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INVITED SESSIONSIS - Additive Manufacturing for Biomedical ApplicationsA combined approach of numerical simulation and additive manifacturing technique for in-
silico and in-vitro testing of a 3D printing-based aortic polymeric heart valve
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Abstract. Heart valve diseases are among the leading causes of cardiac failure around the globe.
Current advances in imaging technology, in numerical simulation and in additive manufacturing
are opening new frontiers in the field of development of new personalised prosthetic devices.
The 3D printing technique could allow the realisation of personalised models for each patient
undergoing valve replacement surgery. A CAD model of an aortic valve prosthesis was designed
on the basis of elliptic-hyperboloid formulation. The resulting CAD model was used both
to perform numerical in-silico simulation and to design a modular mould for AV fabrication.
Simulations were performed through a novel hybrid approach based on RBF mesh morphing
technique and CFD simulations. The polymeric aortic valve was manufactured by 3D printed
process and spray deposition technique. To assess the in-vitro valve properties, the prototype
was inserted in a custom mock circulatory loop to reproduce the aortic flow conditions. The
manufacturing process of both the mould and the valve was successful and the in-vitro testing
showed an effective orifice area (2.5 mm2) and regurgitation fraction (5%) in accordance with
the ISO-5840-2. The novel simulation strategies have revealed to be a promising approach to
test both structural and functional device performances.
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1 INTRODUCTION

The heart valves play a crucial role in regulating the blood flow by continuous cyclic opening
and closing under an extremely demanding mechanical environment. In case of valve patholo-
gies, prosthetic heart valves have been commonly used to address the increasing prevalence
of valvular heart disease. The ideal prosthetic heart valve replacement should closely mimic
the characteristics of a normal native heart valve. Currently, available options for heart valve
replacement include mechanical (MHV) and bio-prosthetic (BHV) valves, both of which have
severe limitations [1]. The long-term durability is the main advantage of MHVs, but their use
is limited by substantial risks of thrombogenicity. involving the use of 3D printed mechani-
cal valves exhibited a thrombogenicity potential index comparable with the BHVs score and,
consequently, much lower if compared with other MHVs [2]. BHVs do not show thrombo-
genicity complications and circumvent the problem of anti-coagulation medications. Moreover,
they have significantly improved hemodynamic results, lower gradients and larger AV/orifice
areas [3]. To date, pericardium xenografts are the only leaflet material for flexible prosthetic
AV to gain FDA and CE approval. However, many of the persistent limitations associated
with bioprosthetic valves are inherently related to the tissue material (i.e. calcific degenera-
tion, crimping and deployment damage, durability). Polymers provide better design freedom
to overcome many of the aforementioned limitations as they offer the possibility to specifically
design and optimize a valve from the bottom up, and can be potentially produced with high
reproducibility and lower costs [4]. Despite the numerous advantages of BHVs, they are not
as mechanically robust if compared to MHVs and they exhibit limited durability in younger
patients (particularly those younger than 60 years), which is a current obstacle hindering the
progress of bioprostheses. Polymers provide better design freedom to overcome many of the
aforementioned limitations. In recent years, significant advances have been made in the world of
polymeric materials and subsequently novel polymeric AV have been developed, showing very
promising in-vitro results [5,6]. In-silico characterization plays a key role within the context of
development of new AV designs. The in-silico evaluation of prosthetic heart valves can be di-
vided in structural simulations, where the fluid flow across the prosthetic valve is neglected and
only the pressures is considered as a condition of the structure domain [7,8], and fluid-structure
interaction (FSI) simulations, where the interaction between two different physics phenomena,
mechanical and fluid dynamic, computed in separate analyses, are taken into account [9, 10].
The structural simulation of the valve opening presents the major drawback of overestimating
the deformations as the pressures are applied uniformly on the leaflet during the whole opening
phase, while in the FSI simulation the load conditions depend directly on the leaflets opening
position [11, 12]. A negative aspect of FSI simulation concerns a significant increase in com-
puting time.
In the current study, we present a complete design of a novel polymeric AV for surgical appli-
cation, from numerical hemodynamic evaluation to valve manufacturing based on 3D printing
technique and hydrodynamic in-vitro test. In particular a novel combined approach of structural
simulations, morphing techniques and CFD simulations is presented to simulate the opening
phase of the valve. Regarding the mesh morphing techniques, the theoretical basis of RBF was
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established [13–16] to manage problems of multidimensional interpolation. These approaches
has been demonstrated to be useful for the study of hemodynamic CFD problems [17, 18].

2 MATERIALS AND METHODS

Our study consists of four main blocks: valve design (i), numerical simulation (ii), valve
manufacturing (iii) and experimental tests (iv). The entire scheme of the study is reported in
Figure 1.

Figure 1: Overall workflow of the study (a) and schematic workflow of the numeral approach.

Valve design - The polymeric AV prosthesis is composed of three leaflet attached to a poly-
meric crown shape ring. The ring has the function to support the leaflets during their opening
and closing phases and to constrain the valve on the aortic root. A tri-leaflet geometry per-
mits to reproduce the kinematic of the replaced native AV. In this study the leaflet shape in the
close position was defined by the elliptic hyperbolic surface [19] as described in the following
equation:

x2

a2 +
y2

b2 −
z2

c2 =−1 (1)

where x,y,z are the spatial coordinates of the surface and a, b, c are the surface shape pa-
rameters. In particular the fraction c/a represents the slope of hyperbola curve asymptotes; its
value was assumed equal to ±

√
3/3 in order to realize two hyperbola asymptotes with an an-

gle of 120◦ [20]. In this condition two adjacent leaflet approach the common asymptote at the
commissure zone of the valve, leaving theoretically no gap between them. A small gap was left
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at the commissure level in order to avoid cuspid zones.The complete 3D geometry of the valve
was designed using Solidworks R©software (Dassault Systemes, Waltham, MA).

Numerical simulations - The finite element analyses of the AV behavior during the cardiac
cycle were conducted by simulating the systolic (valve opening) and the diastolic phases (valve
closing) separately. In the systole phase the system is influenced by both static and dynamic
pressures. On the contrary, in the diastolic phase, the velocities of the fluid flow became negli-
gible so the system is influenced only by the static physiological transvalvular pressure.
Regarding the systolic phase a FSI simulation was performed. In particular a ”1-way” FSI
approach was implemented, according to the following phases: firstly a transient structural
analysis was performed applying a systolic physiological pressure on the valve leaflets in the
FEM model, (i); selected deformed valve shapes resulting from the FEM analysis were used to
define the mesh morphing system (ii), and finally a FSI simulation was done by imposing the
adaptation of the fluid domain on the basis of the leaflets position (iii), (Figure 1.b).

In the structural analysis of the AV, the model was meshed with tetrahedral elements (727000
SOLID187).The AV ring material was assumed as linear elastic isotropic with Young’s modulus
equal to 4.6 MPa and Poisson ratio of 0.4 [21]. Regarding the leaflet, the material properties
were assumed linear elastic isotropic with Young’s modulus equal to 6.5 MPa and Poisson ratio
of 0.4. The AV was constrained at the lower face of its ring in order to avoid translation and
rotation in all directions. The pressure load was applied on the leaflets and it was set equal
to systolic physiological transvalvular pressure. The load was applied by a step time of 0.5 s,
instead the solution was found by using a substep time equal to 10−5s.

Three different deformed configurations were exported from the FEM simulation and used
as inputs for the mesh morphing technique (Figure 2). Due to the capability of the RBF Morph
tool, the deformed shapes were exported in stereolithographic format (.STL) and used as target
for the morphing action without any additional file conversion.

Figure 2: Example of morphing process at three different opening levels: maximum opening (a), mid opening (b),
minimum opening (c).

The definition of the source points was performed interactively using a GUI and subsequently
batch commands were adopted to combine the shape modifications in a non-linear fashion. The
displacement of the prescribed set of source points and the combination of RBF solutions are
then amplified according to the parameters that constitute the parametric space of the model
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shape. The mid opening position was used as the starting baseline shape from which the mesh
morphing process is performed (Figure 2.b). In our case two reference geometries were adopted
to implement the RBF solution: one at a maximum opening (Figure 2.a) and one at the minimum
opening (Figure 2.c). Two separated RBF solutions were setup according to the two reference
target geometries. The setup split gave the possibility to cope the leaflet shape during the dis-
placements in all positions between the two extreme configurations. The two solutions were
made available to the solver to adapt the fluid domain for the subsequent CFD computation.
Figure 3 displays the source points involved in the RBF setup and the visualization of the STL
surface of the valve in the maximum opening position used as target for the morphing action.
The RBF solution was configured to map the complete mesh morphing through an amplification
parameter ranging from 0 to 1, where the value 1 corresponds to the target geometry.

Figure 3: Setup of the RBF problem valve opening: source (a) and target points (b).

The CFD consisted in a pressure based transient run, in which the Realizable k−ε turbulence
model was adopted. The boundary layer was solved by using standard wall functions. The fluid
was considered as incompressible and non-Newtonian, the viscosity was modeled through the
Carreau formulation. The analysis for the systolic phase was extended up to 0.5 seconds with a
time step of 0.005 seconds. To correctly control the fluid domain modification through the mor-
phing action on the mesh, a custom Scheme script was continuously recalled at every time step.
The implemented procedure was in charge of loading the opportune RBF solution (depending
on the target position with respect to the mid shape of the valve) and of amplifying it by a value
given by a sinusoidal law with the computation time. The minimum opening position occurred
at the beginning and at the end of the computation while the maximum opening occurred at 0.25
seconds. A custom UDF (User Defined Function), written in C language, was used to define the
velocity inlet and pressure outlet time history profiles to be imposed as boundaries condition.

Concerning the diastolic phase, the valve closing was simulated through a structural transient
analysis. The diastolic simulation was ran with the same FEM model described in the previous
structural systolic simulation. leaflets surface was loaded with a pressure equal to diastolic
physiological transvalvular pressure.

The structural transient analyses were performed with software ANSYS Mechanical; the fluid
dynamic analysis was obtained by the ANSYS Fluent CFD solver and the RBF Morph tool [15]
was used for mesh morphing techniques, which is recognized to constitute one of the most
efficient mathematical frameworks to face the morphing problem [22].
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Valve manufacturing - The valve leaflets were fabricated using spray technology and a cus-
tom 3D printed mould-modular outer mould system. The thermoplastic silicone polycarbonate
urethane (Carbosil) was supplied by DSM Biomedical (Geleen, The Netherlands) for valve
leaflets manufacturing. The valve ring was made by fused deposition technique, using a Car-
bosil extruded filament, according to [21] .The fabricated valve ring was positioned onto a tubu-
lar mould and dipped in a CarboSil 10% - tetrahydrofuran/dioxane 1:1 solution for 10 times. A
2% CarboSil solution containing 30% of silicone (polydymethilsiloxane, PDMS) was sprayed
onto the mould by a custom spray-machine apparatus (Figure 4 (a)), allowing the polymer de-
position in microfibrillar structure on the basis of the phase-inversion principle [23]. The spry
process fabrication parameters were the following: 400 cycles, flow rate of 2 ml/min and ro-
tation speed of 88 RPM. The mould with the sprayed polymer was dipped again in CarboSil
solution for 10 times. Finally, the 3-layered tubular valve was housed in a valve mould, pressed
by a modular outer mould (Figure 4 (b)) and incubated in distilled water at 40◦C o.n. to allow
the valve consolidation. The material excess on the leaflets was removed by a welder at 110◦C.
The polymeric valve was stored in distilled water up to hydrodynamic characterization (Figure
4 (c)).

Figure 4: Spray machine (a); custom mould/modular outer mould system (b) and final valve (c).

In vitro tests - The hydrodynamic performances of the polymeric HV were evaluated by
following the directives of ISO-5840 standard. In particular the manufactured valve was po-
sitioned inside a custom mock circulatory loop (Figure 5) able to reproduce the left ventricle
flow and pressure conditions. The setup consists in an custom alternative piston pump, able to
apply mitral and aortic pulsatile flows on the mock system. To guarantee physiological pressure
conditions on the aortic outlet, a pinch valve resistance and a compliant cylindrical air chamber
were adopted. The atrial physiological pressure was obtained by the insertion of another pinch
valve resistance and a compliant cylindrical air chamber in addition to a centrifugal pump at the
piston pump inlet pipe. The HV was placed into a 3D printed seat. The valve seat was designed
with two orifices to measure the transvalvular pressure during the hydrodynamic tests. The
transvalvular and the ventricular pressures were measured using clinical TruWave transducers
(Edwards, Irvine, California, USA) A clamp-on ultrasound flow sensor was placed at the piston
pump outlet to evaluate the resulting aortic flow. The device hydrodynamic testing was per-
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formed with heart-rate of 70 bpm, cardiac output of 5 L/min (with flow systolic peak equal to
35 l/min), mean aortic pressure of 100 mmHg and aortic peak systolic pressure 120 mmHg.
To define the valve performances minimum tele-diastolic, maximum systolic, the transvalvu-
lar drop pressures were evaluated to calculate the Effective Orifice Area (EOA) and the total
regurgitation fraction (RF) parameters.

Figure 5: Mock circulatory loop

3 RESULTS

Numerical simulations - The structural simulation of the valve opening and closing phases
are reported in Figure 6. During the opening phase the maximum radial displacement of the
leaflet was equal to 8.4 mm (Figure 6.a) and the maximum equivalent Von-Mises strain value
was equal to 0.6 mm/mm (Figure 6.b). Regarding the closing phase, the maximum radial con-
traction of the leaflet was equal to 3.8 mm (Figure 6.a) and the maximum equivalent Von-Mises
strain value was equal to 0.20 mm/mm (Figure 6.b).

From the CFD simulations the pressure and velocity fields during the valve opening and
closing can be observed in Figure 7 and Figure 8, respectively. In the acceleration phase, it
was possible to observe a uniform pressure distribution on both the external and internal leaflet
surfaces (Figure 7.a). On the contrary, a pressure gradient was visible on the internal surface of
the leaflet during the peak systolic phase (Figure 7.b).

In vitro tests - Figure 9 shows a representative example of the pressure and flow trends
measured during the in-vitro test. The reported values were consistent with typical systemic in-
vivo waveforms. In particular, the aortic pressure was in the 125/80 mmHg range, ventricular
pressure was in the 130/0 mmHg range, while the aortic output was 5 l/min with a peak equal
to 35 l/min. The corresponding EOA and RF values were 2.5 cm2 and 5%.
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Figure 6: Systole results a) radial displacement (mm) and b) equivalent strain (mm/mm); diastole results c) radial
displacement (mm) and d) equivalent strain (mm/mm)

Figure 7: Pressure fields at two instances throughout the cardiac cycle corresponds to the acceleration phase (a)
and to peak systole (b).
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Figure 8: Flow velocity streamlines at two instances throughout the cardiac cycle corresponds to the acceleration
phase (a) and to peak systole (b).

Figure 9: Example of valve closure (a); valve opening (b) and circuit transvalvular pressures and aortic flow (c).

4 DISCUSSION AND CONCLUSIONS

In this paper, the feasibility of a custom polymeric surgical AV prosthesis was demonstrated.
The structural simulation of the AV opening/closure process was successful. The reported maxi-
mum strain was lower than the corresponding ultimate strain value of the material (4.73 mm/mm
according to the value reported by DSM material datasheet for Carbosil). The simulations of
the valve during the cardiac cycle presented in this paper exhibited an overestimation of the
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leaflets displacement as a consequence of the uniform pressure load conditions. Nevertheless,
the proposed approach correctly reproduced the AV opening kinematics that were successfully
transferred to the CFD analysis through the morphing technique. A given advantage of adopting
the morphing technique is constituted by the possibility to obtain a CFD evaluation of the AV
without the computational burden of classic FSI analysis. The developed workflow represents a
preparatory step that allowed to lay the basis of the development of a complete 2-way FSI setup
based on mesh morphing method.
The manufacturing process based on 3D printing and spray technologies made possible the
realization of a full functional valve. These manufacturing approaches represent a valid alter-
native to the traditional fabrication valve process, based on injection moulding [20] and dip
coating [24] techniques. Moreover, it is important to underline the possibility to open new path-
ways in the world of personalized medicine. In particular, versatility of 3D printing technique
allows an high customization of the valve prosthesis in terms of patient specific dimensions and
sizes.
Concerning the in-vitro results, a complete hydrodynamic setup for the prosthesis validation
has been correctly developed. The performance of the manufactured device were confirmed on
the basis of the ISO5840-2. In particular, the EOA and the RF indexes showed values within the
reported standard ranges (EOA>1.95 cm2 and RF<20% ). To obtain a further characterization
of the device, future works will include a full fatigue fluid-dynamic validation test for both the
Carbosil and the AV prosthesis. Different studies concerning the development of AV prosthe-
ses reported thrombogenicity evaluation [25], this aspect represents another possible point of
improvement of the current work. Nevertheless, it is worth to affirm that the preliminary fluid
dynamic parameters reported are promising and remarkable.
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Abstract. Computational simulations represent a powerful tool for the pre-procedural clinical
assessment of minimally invasive cardiovascular interventions. Patient-specific simulations rely
on the accurate numerical implementation of both geometrical and mechanical features. While
current imaging techniques are able to depict accurately patient-specific anatomies, at date, a
similar image-based tool capable to retrieve subject-specific material properties is missing. The
scope of this study is to present a framework, involving in silico tools and 3D printing, for the
refinement of an image-based technique capable to retrieve in vivo patient-specific mechanical
information from functional and morphological magnetic resonance imaging (MRI) data. The
workflow consists in different steps: (i) selection and mechanical testing of 3D commercially
available deformable 3D printed materials; (ii) fluid-structure interaction (FSI) simulation of
a vessel model under pulsatile regime; (iii) elaboration of in silico results and calibration of
the image-based method; (iv) 3D printing of the model and experimental replica in MRI envi-
ronment; (v) finally, the image-based technique is applied to MRI data (iv) to retrieve material
information to compare to reference (i). The described workflow strategy was successfully im-
plemented by our group. The deformable material TangBlackPlus FLX980 (TangoPlus) was
selected and mechanically tested, resulting in an elastic module (E) of 0.50±0.02 MPa (n =
5). FSI simulations of a simplified vessel were carried out with different E values (from 0.5
to 32 MPa). In silico, the indirect material evaluation resulted, after the calibration, in a good
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matching between inputted E values and estimated ones, leading to a percentage difference of
7.8±4.1% (n = 12). The simulated vessel was 3D printed with TangoPlus and acquired in terms
of MRI data. The application of the proposed image-based method resulted in a E value of the
phantom of E = 0.54 MPa, very close to the one directly assessed via tensile tests (0.5 MPa).
Although very good results were achieved in this study, other deformable materials and shapes
will be investigated by using the described framework. With further refinements, this strategy
would lead to an indirect and image-based tool for the in vivo assessment of patient-specific
material properties, thus enhancing the confidence of patient-specific computational models.

1 INTRODUCTION

Patient-specific computational modeling represent a powerful and promising tool for the
simulation of minimally invasive cardiovascular procedures in a clinical pre-planning scenario
[1]. However, the use of computational methods in clinics is still scarce and limited [2]. The
challenges consist in a faithful adaptation of computational models into the patient-specific
clinical conditions [3].

Simulation of such interventions requires specific information on both the patient’s implan-
tation site and the device. While this latter is fully known, both for geometrical and mechanical
features, accurate data of patient are available only for the anatomy, easily retrievable from cur-
rent imaging techniques. In fact, actual limitation of cardiovascular computational modeling
is represented by the patient-specific material properties which are lacking. This lack of in-
formation introduce approximations of the mechanical modelling [4] of patients cardiovascular
structures. Enhanced material information, which include patient-specific information, would
certainly improve the accuracy of the numerical results, thus favoring the use of computational
tools in the daily clinical practice.

In this study we tested a framework involving 3D printing facilities and in silico tests for the
calibration of a novel technique for the image-based extraction of mechanical information of
compliant materials. The feasibility of the presented framework was proven on one material,
showing excellent agreement between direct and indirect mechanical assessment. With further
refinement, including the testing on different materials and more complex geometries, the pro-
posed method could be applied on in vivo imaging data for the assessment of patient-specific
material information.

2 MATERIAL AND METHODS

The framework we described in this section aims to predict the elastic modulus of materials
based on an indirect and non-invasive method.

The entire workflow of this research consists in the following steps:

1. Selection of a compliant material available on the market of additive manufacturing and
its mechanical testing.

2. Fluid-structure interaction (FSI) simulations of a vessel-shaped model subjected to pul-
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satile conditions. A wide range of elastic moduli was used as input (EINP) for the me-
chanical description of the vessel’s wall.

3. Post-processing results of the simulations are used to calibrate the QA-based formulation
for inferring the E values used in the simulations (EOUT).

4. 3D printing of the vessel model with the selected material and an in vitro replica of the
simulation; this step includes a phase contrast magnetic resonance imaging (PC MRI)
acquisition of the phantom.

5. Segmentation of the PC MRI dataset and application of the proposed image-based method
to infer the E value of the material, which is compared to the one directly assessed in step
(1) with mechanical tests.

In this work we demonstrated the feasibility of the described framework for one material and
shape. A scheme of the described workflow is shown in Fig. 1.

Figure 1: Representative scheme of the described workflow.

2.1 QA-based method

The formulation we propose in this work is based on the flow-area (QA) method and on
equations available in literature. The QA method is an image-based technique, first used on
MRI data [5] and then on ultrasound images [6], for the assessment of the pulse wave velocity
(PWV ), which is considered a good surrogate of the arterial stiffness [7, 8]. According to this
method, the relationship during the early systolic period between the cross-sectional area of a
blood vessel and the passing flow can be approximated as a first-order linear equation. The
PWV can be defined as the slope of such linear portion:

PWV =
dQ
dA

(1)

where dQ is the incremental variation of the passing flow and dA is the incremental variation
of the cross-sectional area of the vessel.
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Laurent et al. [9] proposed a formulation for the estimation of the E value of the vessel’s
wall based on the distensibility compliance (DC) and some geometrical parameters:

EDC =
3
(

1+ A0
WCSA

)

DC
(2)

where A0 is the cross-sectional area of the vessel, WCSA is the wall cross-sectional area,
both evaluated at diastole. Usually the DC value is evaluated by coupling area and pressure
information at diastole and systole.

To overcome the use of pressure, which is an invasive measure and moreover not available
for all the patients, we considered the inverted Bramwell-Hill equation [10] for the definition of
the DC value:

DC =
1

ρ PWV 2 (3)

where the density of the fluid flowing through the section is ρ.
In our study we defined the following PWV -based equation for the estimation of E value

(EOUT):

EOUT = k
(

3 ρ PWV 2
(

1+
A0

WCSA

))
(4)

Eq. 4 derives by combining Eq. 2 and 3 and it allows the estimation of the E value of a
vessel’s wall based on the PWV , which can be easily calculated by means of the QA method.
The k parameter is a correction factor introduced for a more reliable estimation of the E values.

2.2 Material selection and mechanical testing

For this feasibility study, we selected one deformable material available in the market of
additive manufacturing. The chosen material was TangoBlackPlus FLX980 (TangoPlus) which
was tested via uniaxial tensile tests. Five dogbone-shaped specimens were 3D printed with
an Object500 Connex machine (Stratasys, Minnesota, USA). The samples were mechanically
tested with a custom-made tensile machine [11] to retrieve the E value of the 3D printed Tan-
goPlus material. The E value obtained from tensile tests (E tt) was considered as ground of truth
and compared to the E value estimated from the MRI experiment (EMRI).

2.3 In silico campaign

A vessel model under cardiac-like pulsatile conditions was implemented by using the soft-
ware LS-DYNA R.10 (LSTC, Livermore, USA). For this study of feasibility, the geometry of
the vessel was drawn as cylindrical, with a length of 150 mm, an in internal diameter of 12.7
mm and a thickness of 2 mm. The wall was modelled as isotropic and linear elastic. A total
of twelve simulations were carried out with different EINP values for the vessel’s wall, ranging
from 0.50 MPa to 32 MPa, with an oversampling in the region close to 1 MPa (Fig. 2). The
fluid domain was modelled as an incompressible and non-Newtonian fluid with a density of 998
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kg/m3 and a dynamic viscosity of 0.001 kg m-1 s-1. Periodic boundary conditions were set up
to impose velocity at the inlet and pressure at the outlet. Four cardiac cycles were simulated. A
time step of 0.01 s was used.

Figure 2: (a) EINP values used in the simulations; (b) zoom of the EINP in the region of 1 MPa.

The twelve simulations were elaborated with the proposed QA-based technique. The last car-
diac cycle was considered for analysis. Flow and area information along time were extracted in
the middle cross-section of the numerical models using ParaView (https://www.paraview.org/).
At this stage, the k parameter was determined with an iterative process until (EOUT) matched
(EINP).

2.4 MRI experiment

The simulation was replicated in vitro. The vessel model was 3D printed with TangoPlus and
inserted in an ad-hoc mock circulation circuit providing a pultatile regime (Fig. 3). Cardiac-
like conditions were provided by a Harvard apparatus pulsatile blood pump (Harvard apparatus,
Massachussets, USA). Similar flow and pressure conditions were imposed by tuning the action
of the pump and adjusting the passive elements of the system in terms or compliance (C) and
resistance (R).

Figure 3: Scheme of the mock loop built for the MRI experiment.

Finally, the circuit was positioned in MRI environment to acquire PC images of the phantom
in the middle cross-section. The acquisition resulted in 40 frames along the cardiac cycle.
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Images were segmented using Segment v2.0 (http://segment.heiberg.se) [12] to obtain area and
flow values for all the frames. The proposed QA-based method was applied and the EMRI value
of the phantom was calculated by using Eq. (5) with the k value obtained from the in silico
analysis.

3 RESULTS

3.1 Tensile tests

Uniaxial tensile tests were successful for all the specimens. The mechanical tests were con-
ducted until the rupture of the sample. The stress-strain curves obtained from the tests were
linearly fitted (Fig. 4) to get the E tt value, which resulted to be 0.50±0.02 MPa (n = 5).

Figure 4: Stress-strain curves from uniaxial tensile tests of the five 3D printed TangoPlus specimens.

3.2 In silico outcomes

The twelve FSI simulations with different EINP values reached successfully the convergence.
The iterative tuning of the k parameter led to the following definition:

k = c RAC (5)

where RAC is the relative area change expressed as:

RAC =
Amax −A0

A0
(6)

and c is a constant parameter which was defined for each simulation as:

c =
EINP

RAC EPWV
(7)

The c value, as obtained from Eq. 7 resulted equal to 12.6949±1.1210 (n = 12). The mean
value of c (c = 12.6949) was used in Eq. 4 to obtain the estimation (EOUT) of the EINP values
used in the simulations. The EOUT values well replicated the EINP values, with a mean error
of 7.8±4.1% (n = 12). Fig. 5 shows how the inclusion of the c RAC factor hugely reduces the
non-linearity between EOUT and the EINP values in respect to using k = 1.
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Figure 5: Relationship between EOUT and EINP with k = 1 (a) and k = c RAC (b).

3.3 Experimental results

The application of the presented QA-based method was feasible on the acquired PC images.
The PWV , calculated as stated in Eq. 1, was found to be 5.57 m s-1. Calculation of the EOUT
with k = 1 resulted in 0.21 MPa, which, accordingly to the equivalent in silico case, underesti-
mates the real E value of the material (E tt = 0.50 MPa). While the application of the found k
factor (Eq. 5) led to an EMRI value of 0.54 MPa, with a percentage difference of 8% in respect
to the direct estimation.

Figure 6: Segmentation results of PC MRI dataset (left) and resulted QA loop (right).

4 DISCUSSION

In this work we presented a proof of concept of a framework able to infer the E value of
materials based on PC MRI data. The framework relies on a empirically modified equation
based on the QA method. We first tested the proposed formulation in a controlled in silico
environment taking advantage of the knowing of the E values implemented in the simulations.
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This allowed the determination of the c value present in the definition of the k factor (Eq. 5).
In fact, while the RAC parameter seems to have the role of adjusting the linearity between
the inferred E and the reference (Fig. 5), a constant value (i.e. the c value), which may be
considered the same for all the stiffnesses, is necessary for a correct matching of the E values.
However, the predictive capability of the presented technique was confirmed in vitro, where a
very good matching between the real E value of the 3D printed material and the image-based
one was found (8%).

Although very promising results were achieved, this work represents a study of feasibility
of a framework which was experimentally tested just for one material and one geometry. Fu-
ture works will surely include the analysis of other 3D printed materials, such as Agilus30
(Stratasys, Minnesota, USA) and Elastic and Flexible resins (Formlabs, Massachusetts, USA),
as well as different and more complex geometries, starting from different sized pipes to patient-
specific anatomies. In fact, with further refinements, this technique would be able to assess an
estimation of the patient-specific implantation site material properties, useful for a more reli-
able implementation of the mechanical response of the vessel’s wall against the expansion of a
device.

5 CONCLUSIONS

In this study, we demonstrated the feasibility of a framework involving additive manufac-
turing and in silico simulations for the non-invasive assessment of the E value of deformable
materials. While computational modeling allowed us to refine the methodology in a controlled
space, with 3D printing we were able to test the developed formulation with a ad-hoc MRI
experiment and to compare the outcomes against the results from tensile tests, which are for
obvious reasons impracticable for in vivo tissues. The proposed image-based method showed
promising results. Future works will focus on the exploration of other in silico and in vitro sce-
narios with the main aim to apply this technique on in vivo patient-specific imaging data. This
would reduce the gap between numerical and clinical world, thus enhancing the efficacy of the
intervention procedures and the healthcare of patients.
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1. Introduction 
New methodologies of Design for Additive Manufacturing (DFAM) and relative CAx 

tools are the key enabling technologies allowing to get the major benefits from AM. It is evident 
that an increased integration of all CAx phases would lead to a more efficient design and 
engineering workflow. One of the major bottlenecks of such a holistic approach, which affects 
AM product time-to-market and restricts its commercial exploitation, is the need of a high 
amount of time and human resources for simulation, modelling and postprocessing of all the 
engineering activities. That is not always manageable, especially during a preliminary stage of 
concept design or feasibility analysis.  

Modern mathematical approaches are facing, with the ambition to contribute to some of 
the most challenging engineering tasks to fulfil strict requirements of structural resistance, 
lightness, noise, static and dynamic stiffness. The effectiveness of analytical and geometrical 
tools and methods for the study and the optimization of shapes were already demonstrated. As 
an example, it is well known that small fillet radius are stress concentrators and must be avoided 
for a robust design of structural parts. In the same way, we can demonstrate that poorly uniform 
temperature distribution of the material during additive layer manufacturing can be correlated 
with geometrical section areas and variations along the growing axis, as well as with supports 
shape configurations.  

In this paper, a novel approach is presented which identifies optimal orientation and 
support configurations, uniquely based on geometrical criteria. The benefits are avoiding long 
structures to minimise the amount of waste material, accounting for the distribution of the piece 
weight, effectively draining the thermal field from all the areas of the piece to the build 
platform. With FE based macroscale process simulations, it is possible to evidence improved 
thermal strain distributions of the optimised configuration. 

As part of the R&D activity within the “STAMP” project financed by Regione 
Piemonte, an innovative function was developed and successfully applied to minimize 
distortions and residual stresses of SLM parts. Within the same project, a software interface 
was developed for setting user parameters and individual jobs. The interface provides detailed 
information of the laser path and physical variables, which can be used for off-line or in-line 
monitoring and control and provides a model for process simulation. It is also possible to view 
the entire laser path and the detail of each individual trait, and to generate a file containing 
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structured data as a FEM model, for setting boundary conditions and process parameters.  
The algorithms are included in the integrated platform for AM developed by ITACAe, 

named AMTOP®. Starting from geometrical, functional and structural product specifications, 
the platform includes a topological optimization phase, new geometry construction, FEM 
discretization, FEA validation, optimal orientation and supports creation, so representing a fully 
integrated product & process engineering workflow. 

2 AN APPROACH BASED ON GEOMETRICAL ANALYSIS 
Among the most challenging tasks, which a process engineer must face during the phase of 

design of the additive manufacturing process, there are the definition of the most suitable build 
orientation of the piece, a proper choice of process parameters and the configuration of supports. 
An already vast literature is furtherly growing, trying to standardize fundamental design-
process-material correlations by design rules within additive manufacturing processes, not 
forgetting extensive normative activity by the working groups belonging to ISO TC 261. The 
aim is suggesting best choices to the process engineer before launching a job. 

All the stakeholders from both academic and industrial value chain are committed in this 
task that is afforded with different complementary ways and methods, of which the most 
rigorous one is a multi-scale modelling of the complex thermal-structural phenomenon with 
material phase change. This is currently tremendously expensive. However, we are still far from 
the definition of a rigorous methodology of optimization of build orientation to minimize the 
thermal distortion in AM build process. This is probably due to lack of efficient part-scale AM 
modelling tools which can accurately predict thermal distortions. 

The “trial & error” approach often appears to more efficient and is therefore mostly adopted 
by manufacturers, who employ a relevant portion of their resources to capitalise their own 
expertise and to develop process databases. In this scenario, the use of machine learning or 
artificial intelligence methods might be envisaged against competitive traditional numerical 
simulation methodologies. Engineering software vendors are reacting with proposing 
simplified methods, based on rough but effective methods based on geometrical analyses, often 
disregarding assumptions about physical boundary conditions and material properties. 

3.1 A brief state-of the-art 
One update that stands out is ANSYS® Additive Prep. This tool sits inside ANSYS 

SpaceClaim and produces heat maps that help engineers predict how additive manufacturing 
build orientations impact support structures, build times, distortions and overall print 
performance. Heat maps are combined into an overall performance heat map, which is made 
using a weighing function that is controlled by a triangular input graph. 

The product Amphyon by Additive Works, who joined ALTAIR Partner Alliance uses data 
to consider all possible orientations and determines which is optimal for the part. The software 
analyses the accessibility, support volume, build time, post-processing effort, functional faces, 
distortion tendencies and the build chamber for each orientation. 

MSC Software®’s Simufact™ Additive version 4 comes with a workflow-oriented user 
interface, which guides the user through the simulation process workflow and supports him 
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with new automation and assistant functionalities among which are notable automated support 
optimization and build orientation assistant. 

FE Software vendors’ proposals have great appeal with user-friendliness built-in functions. 
In order to fit requirements due to rapidly evolving technologies and consider all machine 
process parameters, many more software interfaces are being developed by the other 
stakeholders that is machine manufacturers, engineering service providers and users from 
universities and industry. 

3.1 The geometrical analysis method 
The proposed method is based on the assumptions that a high level of distortion and defects 

may be correlated to not uniform distribution of temperatures during the part building. The 
loading condition is a heat source applied to a very small region of material, which transfers it 
through radiation, conduction and convection. It is also assumed that in most situations, 
radiation and convection contributions are negligible. Limiting to the case of SLM PB 
processes, we encounter the following simplified situation: three materials with different 
mechanical and thermal properties are in contact to each other. The three materials are air, metal 
powder and metal solid. This can be assimilated to a composite with the three materials having 
different thermal conductivities a, p and s, respectively. 

We implicitly say that the most robust manufacturing process would be ideally the one 
associated with the maximum effectiveness of the thermal drain from the source at the level of 
the current layer to the surrounding air in the domain a and the base through the underlying 
solid layers and supports and the metal powder in the domains s p, respectively. The 
conductivity  of the whole domain  (a  s  p) is: 

𝜶𝜶(𝒙𝒙) = 𝜶𝜶𝒂𝒂𝝌𝝌𝒂𝒂(𝒙𝒙) + 𝜶𝜶𝒔𝒔𝝌𝝌𝒔𝒔(𝒙𝒙) + 𝜶𝜶𝒑𝒑𝝌𝝌𝒑𝒑(𝒙𝒙)    (1) 

Where a(x) s(x) m(x) are the characteristic functions of x  a s p, respectively. 
To compute the inner temperature u with a heat source q, we consider the Fourier’s law and the 
condition of static thermal equilibrium: 

{ −𝑑𝑑𝑑𝑑𝑑𝑑(𝛼𝛼(𝑥𝑥)∇𝑢𝑢) = 𝑞𝑞      𝑑𝑑𝑖𝑖 Ω
𝑢𝑢 = 0                              𝑜𝑜𝑖𝑖 𝛿𝛿Ω     (2) 

The problem can be simplified with the assumption that a thermal exchange far from the 
heat source can be neglected for the evaluation of local deformations, so that to minimise the 
domain size to ’  . If we assume to neglect the contribution of thermal exchange with air 
and powder, the domain will be furtherly restricted to ’s. A functional to be minimised must 
be identified, which can relate to the distribution of temperatures inside the restricted domain. 
Considering a normal distribution inside the restricted domain, we decide to assume the 
functional defined as the variance of the function f(x, u(x)) within the restricted domain ’s. 

𝐽𝐽(Ω′𝑠𝑠) ∶= ∫ (𝑓𝑓(𝑥𝑥, 𝑢𝑢(𝑥𝑥)) −𝑚𝑚)2𝑓𝑓(𝑥𝑥, 𝑢𝑢(𝑥𝑥))𝑑𝑑𝑥𝑥Ω′𝑠𝑠     (3) 

This problem has no classical solution, and a relaxed form and homogenization techniques 
can be used to get a well-posed problem, which is not discussed here. Once solved the 
optimization problem, the optimal orientation is identified, which minimises the functional. 
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3 DESCRIPTION OF THE SOFTWARE INTERFACE 
ITACAe in agreement with 3D-NT within the Piemonte project “STAMP” has set the 

requirements for the realization of a software able to manage the user-machine interface, which 
allows the setting of the parameters and the communication with a non-relational database (DB) 
in order to define the settings of the "job", that is, of the script containing the implementation 
process procedure. The DB for the application is a source of numerical data deriving from 
sensors in the working chamber, spectral images in the visible and near-infrared fields. With 
the communication with the DB and the predisposition to the insertion of "Machine Learning" 
functions, it is possible to certify or reject new non-labelled data and make real-time corrections 
to the "job file" and delayed to the component during manufacturing. 

An application developed by ITACAe interfaces with Application Program Interface (API) 
created by 3D-NT. The application was developed in C# and contains subroutines developed in 
Fortran. In particular, the reading of the CLI files takes place through a code developed in 
Fortran while the call to the API and the management of the laser path was developed in the 
.Netframework environment using the C# language. 

The code has also the function to write FE files, in the Nastran, Abaqus and Ls-Dyna formats 
to allow viewing of the laser path with any pre-processor and setting process simulations. Some 
steps lead from the triangulation of the input geometry (file in STL format) to the voxelization 
(Figure 1), for the process simulation. 

 

 
Figure 1: Steps from geometrical model to voxelization 

Starting from the STL model, the CLI (Common Layer Interface) file is obtained by means 
of the API created by 3D-NT. The CLI file constitutes the input of the software interface created 
by ITACAe. 

3.1 Common Layer Interface 
The CLI format is a universal format for the input of geometry data to model fabrication 

systems based on layer manufacturing technologies (LMT). The CLI is based on a 2.5D 
representation. The geometric information of the intersection of a 3D model with a plane is 
called a slice. The volume between two parallel sections is called a layer. 
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3.2 Input file 
The application requires the following input information. 
1. CLI geometry file (FILENAME.cli) 
2. Optional parameter file (FILENAME_par.txt). The parameters that can be supplied are 

the following: 
• Beam diameter; 
• Layer thickness; 
• Distance between the hatches; 
• Base length; 
• Width of the base; 
• Base height; 
• Laser source power; 
• Recoating time; 
• Releasing time; 
• Beam speed. 

If the file containing the parameters is not supplied as input, the code deduces the data 
necessary for calculating the performance of the machine. 

 

 
Figure 2: Representation of each treats of the laser path through coloured segments 

3.3 Output results file 
The code outputs three text files: FILENAME.txt, FILENAME_res.txt and 

FILENAME_lay.txt. 
The FILENAME.txt file contains the following information: 
1. ID of the points and respective coordinates x, y, z: Point id, x, y, z coordinates 
2. ID of the line, ID of the property and identification of the points of departure and arrival 

of the individual sections of the laser path. 
The quantities shown in the output file are: 
1. ID_LAY, Layer identifier. The layers are numbered in progressive order starting from 

the first layer; 
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2. ZLAY, dimension in Z of the layer in mm; 
3. PATH, path length expressed in mm; 
4. TIME, time expressed in s necessary to walk the path; 
5. SPEED, beam speed in mm/s; 
6. ENERGY, energy spent to make the layer, expressed in mJ. 
Considering the layer 2 positioned at Z = 1 mm, the length of the complete path is about 56 

m, the time taken to complete it is equal to about 130 seconds, at an average speed of 430 mm/s 
and with an amount of energy absorbed equal to 5.9 J. The output file FILENAME_lay.txt 
supplies the process information layer by layer. 

The FILENAME_vec.txt file provides more detailed process information. In this case, in the 
FILENAME_vec.txt file, in addition to the data already present in the FILENAME_lay.txt file, 
it is possible to read the following additional data: 

1. M / J, which identifies the action Move (M) or Jump (J) of the laser. In the case of jumps, 
as shown on line 1 of, the dissipated power is zero. On the contrary, in the case of Move, 
the dissipated power is different from zero and is expressed in mW; 

2. (Xi, Yi), pair of coordinates in the X and Y plane of the starting point (1) and arrival (2) 
of the vector, expressed in mm; 

3. DIAMETER, beam diameter; 
4. Cumulative quantities, sum of the contribution of the generic quantity from the first 

vector to the current vector. 

3.4 Optimization of orientation and generation of supports 
The software allows to set the following geometric parameters for the generation of supports: 
- Overhang Angle, the angle above which it is no longer necessary to insert supports, 
- Baseplate Offset, the minimum distance of the component from the plate, 
- Contact Edge Size, the length of the contact side between the supports and the part 

surface, 
- Max Unsupported Size, a value that depends on the material and is the maximum length 

such that the sintered powder is self-sustaining, 
- Thickness of the supports, 
- Filling factor of the support grid (relationship between these two lengths). 
Different types of supports can be chosen: solid, hollow and cross. The orientation of the 

part is based on different criteria of minimization: supports volume, supports height, process 
cost or part distortion. A combination of all of them with weighing factors is also implemented. 
The tool allows a full customization of both support configuration generation and orientation 
optimization objective function. 

The algorithm was applied to an automotive gear bracket in the frame of the “STAMP” 
project (Figure 3). The part was previously topologically optimised by ITACAe for maximum 
mechanical strength, starting from technical specifications provided by FCA. Two 
configurations are analysed: not optimised orientation and orientation for minimum distortion. 

45



F. Valente & S. Papadopoli 

 7 

  
Figure 3: Model of an automotive gear bracket obtained from a previous phase of topological optimisation for 

maximum mechanical strength 

 

Figure 4: Part oriented for minimum distortion 

Table 1: Results of the optimization of build orientation 

 

Crit. # Target Part/support data Density
Volum

e
Mass

AlSi10Mg Dx Dy Dz Area
mm3 g mm mm mm mm2

Part Part 99% 251783 673
0 No optimisation Support 70% 467061 883 190 150 102 28500
2 Min variance Support 70% 625955 1183 102 162 184 16524
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4 NUMERICAL SIMULATION 

4.1 Part orientation 
In order to demonstrate the effectiveness of the described approach about the definition of 

the optimal orientation, numerical simulation results of a selected case study are presented in 
this paragraph. Two different kinds of orientation are assumed for the component characterized 
respectively by not optimised orientation and orientation for minimum distortion. 

For each orientation of the component, an Additive Manufacturing Simulation was carried 
out by means of the software Simufact™ Additive by MSC® Software. In the frame of the 
powder bed fusion (PBF) methods, the additive manufacturing process optimization faces two 
main issues affecting the metal-based manufacturing processes: the distortion of the geometry 
and the residual stresses. The first undesired effect could cause deviations from the optimal 
shape and require the use of outside tolerances. The second issue, instead, could be reason for 
cracking, failure of supports and reduction in the strength and fatigue life of the component. 

The macro scale approach followed by Simufact™ Additive makes use of a voxel technique 
that discretizes the entire volume in millions of finite elements and adopts a layer-based additive 
manufacturing process. The distortion effect is a direct consequence of the heat distribution on 
the component that causes a not homogeneous thermal expansion depending on the local 
temperature of the metal. This phenomenon in Simufact™ Additive is predicted by the 
“inherent strain method”. This method is beneficial due to the faster computation time in 
comparison with coupled thermo-mechanical simulations. The inherent strain method assumes 
that the laser spot size is negligible compared to the built components. The inherent strains must 
be determined preliminarily and are then used to calculate the residual stress and distortions by 
imposing them on linear elastic purely mechanical FE models. 

        4.2 Simulation parameters and results 
In this paragraph, a series of simulation parameters set before running the simulation are 

reported. The machine type adopted for the layer-based process is M400 manufactured by EOS. 
The part to produce, whose model has been implemented by means of a STL file, is made of 
AlSi10Mg, has a relative material density equal to 99%, a surface of 79.369 mm2 and a volume 
of 319.543 mm3. The supports, automatically created in Additive Simufact™ environment, 
have relative material density equal to 80%, isotropic elastic properties and isotropic thermal 
conductivity. A base plate is defined with the same material of the part and the supports and 
with dimensions: 400x400x10 mm3. 

As a result of the simulations, it was possible to demonstrate a reduction of deviations from 
nominal geometry, with the orientation suggested by AMTOP® for minimum distortion 
compared to not optimised configuration, from -4.01 ÷ 3.88 mm to -2.14 ÷ 2.90 mm (Figure 5 
& Figure 6). 
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Figure 5: Surface deviation [mm] for the component with not optimised orientation (case A) 

 
Figure 6: Surface deviation [mm] for the component oriented with minimum distortion (case B) 

5 CONCLUSIONS 
The described activity relates to the programming of a software interface for setting user 

parameters and individual jobs. The software provides detailed information on the laser path 
and physical variables, which can be used for off-line or in-line monitoring and control. It is 
also possible to view the entire laser path and the detail of each individual trait, and to generate 
a file containing structured data as a FEM model, for setting boundary conditions and process 
parameters for the definition of a process simulation model. 

One of the possible part orientations provided by AMTOP® (for minimum distortion) and 
the configuration with not optimised orientation were analysed with FE macro-scale simulation. 
The numerical results of each calculation were compared in terms of surface deviation of the 
original shape computed after the supports removal and cooling. 
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As expected, the orientation of the component for minimum distortion allows to reduce the 
final part surface deviation range. This effect is assumed to be related to a more homogeneous 
distribution of the temperature on the volume that determines a more regular thermal expansion 
of the material. 
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Abstract. A finite element model for prediction of the temperature field in the powder bed
fusion process is presented and compared to measurements. Accurate temperature predictions
at the base plate are essential to accurately predict the formation of crystals in a metallic glass
forming material. The temperature measurements were performed by equipping the base plate
with thermocouples during manufacturing of a cylinder with the glass forming alloy AMZ4.
Boundary conditions for heat losses through the base plate/machine contact interfaces was cal-
ibrated to fit the measurements. Additional heat losses was used to account for radiation at the
top surface and conduction through the powder bed. An interface boundary condition based
on conservation of heat flux was examined to match the heat flow to the machine structure and
the temperature predictions was satisfying. Still, temperature predictions with a constant heat
transfer coefficient matched the measurements within 1.5oC during the entire building process
of about 9 hours.

1 INTRODUCTION

Additive manufacturing with the powder bed fusion (PBF) process enables rapid solidifi-
cation which is essential for formation of metallic glass. Metallic glass possesses desirable
properties for a variety of applications [1]. Unfortunately, they can be difficult to produce
in practical dimensions by traditional manufacturing techniques, such as suction casting, melt
pinning etc, where the cooling rate might be too low in the bulk. The amorphous structure
can only be achieved when crystallization is bypassed and maintained only if not subjected to
temperatures above a critical temperature of crystallization. Thus, the temperature history in
the material during the PBF process dictates the amount of amorphous phase and formation of
crystalline phases.

1
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During simulation of the PBF process, it becomes critical to accurately predict the tempera-
ture field close to the melt pool and also in the surrounding material. The base plate/substrate
acts as a heat sink that accumulates heat by conduction. During the melting of each layer, heat is
conducted through the built material and the base plate. After a few layers, the overall temper-
ature will rise and affect the temperature gradients and hence the cooling rates of the melt pool.
The temperature of the base plate can rise to close to the glass transformation temperature if
heat is not transported away. Thus, heat losses by radiation, convection and conduction through
contact interfaces to the machine plays an important role in the manufacturing of bulk metallic
glasses (BMG) with low crystalline fraction. Chiumenti et al. [2] presented a model to account
for the heat losses to the powder bed, but without modelling the powder bed domain. Other
studies have applied constant convection coefficients to the solid/powder interface [3, 4].

Many researchers have printed BMGs using a laser heat source in PBF [5]. However, crys-
tals can still be found in the manufactured material, even though it looks amorphous in X-ray
diffraction measurements. The crystalline phases have been argued to form as a result of thermal
cycling in the heat affected zone [6–11]. When the material is remelted, nuclei will dissolve;
otherwise, they become trapped in the amorphous matrix and may grow due to diffusion. Simu-
lations of the process can help us understand the thermal events in critical regions where crystals
may form and persist. These types of simulations will offer new insights into the process, and
in the long term aid the process development, possibly reducing the crystalline fraction in BMG
manufactured via PBF.

This study aims to contribute to thermal simulations of the PBF process for accurate predic-
tions of the temperature field that drives crystallization and devitrification. The work is limited
to thermal modelling on the overall process with heat losses to the environment. Contact in-
terfaces are replaced with boundary conditions that are estimated by the temperature measure-
ments.

2 EXPERIMENTAL SETUP

A cylinder with a diameter of 10 mm was built on a cylindrical base plate with an EOS M100
system. The layer thickness was 20 µm and the total build height was 60 mm, resulting in a
total of 3000 layers. The cylinder was centred on the build plate to ensure rotational symmetry.
The diameter and thickness of the base plate was 100 and 21.4 mm respectively. Furthermore,
the build plate was prepared with three holes on the bottom side of the plate into which type-K
thermocouples were inserted. The holes were drilled to a depth of 16.4 mm, leaving 5mm of
material to the surface of the plate. One hole was place in the central position of the plate, i.e.,
right below where the BMG cylinder was to be built. The other two holes were placed 17.5
mm and 35.0 mm from the central position respectively, as shown in Figure 1. The laser power
was 80 W with a scanning speed of 2000 mm/s and a hatch distance of 100 µm. Each layer
was scanned twice with an angular rotation of 67o. The process parameters are sumarized in
Table 1.

The temperature response was measured during the entire building process (about 9 hours)

1Estimated value used in simulations
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(a) Side view (b) Top view

Figure 1: Measurements of base plate (unit mm) and locations of thermocouples (TC).

Table 1: Process parameters

Laser power 80 W
Scan speed 2000 mm/s
Layer thickness 20 µm
Laser efficiency 1 40 %
Hatch distance 100 µm
Penetration depth 80 µm

as well as during the time it took for the machine to reach ambient temperatures, a total of 15
hours, as presented in Figure 2. From the beginning of the build, Figure 2b, it was possible to
determine the time between each successive layer to 10 seconds. It was also found that every
10th layer used an additional pause time of 2.65 seconds, possibly for referencing of the laser.
During this extra pause, the base plate is given additional time to dissipate heat and results in
lowering of the temperature of the whole system.

3 MODELLING APPROACH

The manufacturing process was reduced to a two dimensional axisymmetric modelling do-
main, including the base plate and the cylinder of the printed material, Figure 3. All elements
that represent the build material were first subdivided in three levels and then deactivated dur-
ing the initiation of the simulation. Each sub-element then reached the thickness of one layer,
i.e., 20 µm. These sub-elements were then activated in a layer-by-layer fashion and later on
unrefined to restore the parent elements.

3
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Figure 2: Temperature response at the three thermocouples in the base plate during printing
with 80 W.

3.1 Heat input

The heat input was modelled by a volumetric heat flux acting on the entire layer simulta-
neously. The heat was distributed using a Gaussian expression according to Equation (1), as
presented previously by [11],

q(z) =
2
√

3ηQ√
πch2 e

−3z2

c2 (1)

where Q is the laser powder, η the efficiency/absorption fraction of the laser, c the penetration
depth and h the hatch spacing. The heat input acted during a characteristic time of theat = h/v
where v is the scanning speed. The heating procedure in the simulation used two heating se-
quences for each layer and was modelled with two heating load cases with a dwell time in
between. The dwell time corresponds to the scanning time of an entire layer in the PBF experi-
ment.

3.2 Heat losses

Heat dissipate from the heated area and conducts through the built material and base plate
and further on to the powder bed and to the machine. Described in this section are the boundary
conditions for heat losses into the powder bed, the atmosphere and to the printer.

3.2.1 Powder bed

The interaction between the cylinder and the powder bed was represented by a face film
boundary condition with a coefficient, hpowder, acting on all surfaces facing the powder bed,
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Figure 3: Two dimensional axisymmetric modelling domain.

as shown by the boundary condition faceFilmPowder in Figure 3. During the course of the
simulation/build, as the height of the cylinder increased, the active face film area continuously
increased as more layers were activated. In the beginning of the printing process, the cross-
sectional area of the printed component is much larger than the circumferential area. This
combined with a much larger conductivity in the solid material compared to the powder bed
results in a heat flux that is dominated by thermal conductivity towards the base plate. On the
other hand, as the build progresses, the circumferential area becomes much larger than the cross
sectional area (which stays constant) and heat flux towards the powder bed can instead be the
dominating heat loss, provided that the powder bed conducts heat and continues to lose heat to
the environment. These arguments can explain why the temperature curves in Figure 2 have a
peak temperature and then starts to decline, i.e., after the peak temperature, the heat flux towards
the thermocouples in the base plate is continuously reduced.

3.2.2 Free surface

The top surface of the scanned area was subjected to heat losses by radiation. This boundary
condition was updated every time a new layer was activated to only act on the top surface of the
cylinder. Heat loss by convection from the free surface was neglected as the protective argon
gas is a very poor heat conductor and the gas was circulated.
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3.2.3 Machine

During the printing process, the base plate is held in place by a vacuum. This attachment
results in a contact pressure in the outer rim of the base plate and offers a possibility for heat
transport towards the machine. This contact was modelled using a face film with a film coeffi-
cient, hbottom acting on the edges indicated by faceFilmBottom in Figure 3.

The radial contact to the machine is non or very low as there is a small gap between the base
plate and the chamber wall such that the build plate can move freely in the vertical direction.
Thus, heat transport through this interface was assumed to be very low and a face film coefficient
on faceFilmChamber was set to zero.

4 CALIBRATION TO EXPERIMENTS

The temperature was predicted at the locations that corresponds to the positions of the ther-
mocouples. The boundary conditions in the FE-model was calibrated to fit the temperature
measurements on the base plate.

4.1 Bottom face film

The face film coefficient at the bottom of the base plate was estimated by conservation of
heat flux through the base plate and the interface to the machine. The rate of heat flow between
TC2 and TC3, J, can be estimated by the thermal conductivity of the material, a cross-sectional
area, S and the temperature gradient.

J =−kS
∆T
x

(2)

In this expression, k is the thermal conductivity of Titanium, hence a fixed value of 21.8 W/mK
was used, corresponding to the conductivity at 32oC. The area was selected as indicated in
Figure 4a located at the mean radius between TC2 and TC3. The temperature gradient was
computed by the measured temperature difference between TC2 and TC3 and the fixed distance
of x = 17.5 mm. The rate of heat transfer was then assumed to equal the heat transfer through
the contact interface, SI , that covers the outer 10 mm of the base plate as indicated by the
highlighted area in Figure 4b.

J = h∆TISI (3)
Here, h is the film coefficient (W/m2K), ∆TI the temperature difference between the base

plate and the machine over the interface. Thus, equating Equations (2) and (3) gives:

h =
kS∆T
x∆TISI

. (4)

The resulting film coefficient was then computed by letting ∆TI be the difference between an
estimated temperature at the base plate, extrapolated by TC2 and TC3, and the surrounding
temperature of 27oC. The computed film coefficient and an estimated function is presented in
Figure 5.

h = a · tb + c (5)
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(a) Heat flux through base plate from TC2 to
TC3.

(b) Heat flux through contact interface between
base plate and machine.

Figure 4: Conservation of heat flux through the highlighted areas in the base plate is used to
estimate the film coefficient. Dots indicates the locations of thermocouples.

Figure 5: Estimated film coefficient by temperature difference at TC2 and TC3 and fitted with
a simple power law equation h = a× tb + c with a =−109.6, b = 0.1964 and c = 938.2.

5 RESULTS & DISCUSSION

The temperature history at the locations that corresponds to the positions of the thermocou-
ples was computed during the full time of the experiment. The result with a varying film coef-
ficient over time is shown in Figure 6a. The predicted temperature is a few degrees lower than
the measured during the first half of the built. During the end on the other hand, the predicted
temperature have continued to increase above the measured temperatures. The continuously
decreasing heat transfer coefficient allowed the thermal energy to be stored in the base plate.

The results were compared to a model with a fixed heat transfer coefficient of 150 W/m2K
at the bottom of the base plate. Then, the predicted temperatures became comparable to the
measured, as shown in Figure 6b. A lower heat transfer in the beginning of the simulation re-
sulted in higher temperatures in the base plate compared to the PBF measurements and previous
simulation. The predicted temperature then decreased and became 1-1.5 degrees lower than the
measured temperature at the end of the 9 hours built time.

During the cooling sequence, when the cylinder is completed, the computed temperature
dropped more quickly compared to the PBF measurements. The slow cooling indicates that the
surrounding environment and machine have been heated and stores most of the transferred heat.
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Figure 6: Temperature prediction with a film coefficient that is; (a), time dependent according
to fitted exponential function and (b) a constant value.

Thus, accurate predictions of the temperature after build completion should be done with an
extended model, including the mass of the machine.

6 CONCLUSION

This study elaborates on the boundary conditions for heat losses in the PBF process for
accurate predictions of the temperature field in the base plate while printing a bulk metallic
glass. Accurate predictions of the temperature field in the base plate becomes necessary when
predicting the microstructure in the manufactured component. Lack of boundary conditions for
heat losses would lead to increasing temperatures in the base plate. Increasing temperatures
would favor crystallization and result in in-accurate phase predictions.

This work uses measured temperatures in the base plate for calibration of boundary condi-
tions when manufacturing a 60 mm high cylinder. A time varying heat transfer coefficient based
on the temperature measurements was proposed to define the heat losses at the machine/base
plate contact interface. At the beginning of the build, the heat transfer coefficient is high due
to the temperature difference at TC2 and TC3 together with a small temperature difference
between the base plate and machine material. As the build progresses, the temperature differ-
ence between the thermocouples reduces and the temperature of the base plate increases, which
results in a reduced heat transfer coefficient. Satisfying predictions was achieved using this
boundary condition together with a fixed heat transfer coefficient in the powder interface. Yet,
the time varying heat transfer provided to much cooling at the beginning of the build that in-
dicated an overestimation of the heat transfer coefficient through the interface. Instead, good
predictions within 1.5oC was achieved during the roughly 9 hours built by choosing a constant
heat transfer coefficient at the contact interface.
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Abstract. Recently, a simplified macroscopic and semi-analytical thermal analysis of Laser
Metal Deposition (LMD) has been submitted to publication. The model is fast enough to simu-
late the entire process. The proposed approach enables to compute: temperature, solidification
and solid-state phase transitions kinetics. Process parameters, substrate characteristics and heat
sources due to the enthalpy change during phase transitions are taken into account as well as
convection due to the carrying and shielding gas. The present work exploits the proposed model
to investigate the influence of some process parameters in order to determine whether complex
multiphase steels (such as high strength steels) could be controllably obtained by LMD. Indeed,
material properties of such steels are not only a matter of chemical composition but also and
mostly a matter of phase proportions in a multiphase mixture (austenite, ferrite, pearlite, bainite
and martensite). Within this framework, temperature control strategies during the process are
numerically tested for a simple cylindrical geometry.

1 INTRODUCTION

Laser Metal Deposition (LMD) consists in injecting a stream of metallic powder that is
molten by a laser beam in order to deposit material layer-by-layer on a substrate [1, 2]. The
LMD process induces very specific temperature history including very high temperature gradi-
ents (near the molten pool) and thermal cycling. Both the microstructure formation/evolution
(solidification, solid state phase transitions, grain mobility etc.) and the formation of residual
stresses are driven by thermal conditions during the process. Therefore, significant efforts have
been made to simulate accurately, at the macroscopic scale, both temperature evolutions and
solidification kinetics. However, macroscopic modeling of such processes is computationally
costly [3–12]. The order of magnitude of computation cost for relatively small parts is sev-
eral tens of hours. This hinders the development of efficient numerical optimization of process
parameters in order to reach microstructure and material properties requirements.

Recently, a simplified macroscopic and semi-analytical thermal analysis of LMD has been
submitted to publication [13]. The approach relies on a semi-analytical solution of the transient
heat conduction problem in a two-dimensional multilayer composite (r,z radial and vertical co-
ordinates). The solution derivation extends previous analytical thermal analysis on composites
(e.g.,[14, 15]). The model enables us to efficiently compute temperature, solidification and
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solid-state phase transitions kinetics in the whole part. Powder melting is not simulated, as
molten metal is directly deposited on top of the already existing layers. However, several other
aspects have been taken into account such as some process parameters (e.g., laser speed and
power etc.), substrate characteristics (e.g., thickness and material properties), heat sources due
to the enthalpy changes during phase transitions and forced convection due to the gas flow (used
for carrying the powder and for shielding). In addition, the laser power is partly transmitted to
the top layer of the already existing part.

In this contribution, the recently proposed model [13] is exploited to investigate the influence
of some process parameters in order to determine whether complex multiphase steels (such as
high strength steels) could be controllably obtained by LMD. Indeed, material properties of
such steels are not only a matter of chemical composition but also and mostly a matter of phase
proportions in a multiphase mixture (austenite, ferrite, pearlite, bainite and martensite). Within
this framework, temperature control strategies during the process are numerically tested for a
simple cylindrical geometry (even though the simulation strategy applies to arbitrary shapes in
the horizontal plane and to arbitrary laser paths: continuous, back and forth etc.).

2 MODEL STRATEGY AND ASSUMPTIONS

The model developed in [13] relies on a semi-analytic solution of the unsteady and nonlinear
heat equation. The general strategy is summarized in this section. In addition, the proposed
solution is obtained by introducing some assumptions that are also recalled for sake of clarity.
Further details and all mathematical developments are given in [13].

Volumetric heat sources due to the enthalpy changes during phase transitions arise as a right
side term in the unsteady heat equation. As these heat sources strongly depends on the temper-
ature field, the heat equation is non linear. This issue is overcome by an alternating scheme.
Indeed, the heat equation becomes linear and easier to solve if the right side term is imposed
(fixed to a known evolution). Thus, a first estimation of the temperature field is performed with
a right side term arbitrarily set to zero. Then, the obtained estimated temperature field is used
as inputs of a simple phase transition model detailed in section 3 and based on Johnson-Mehl-
Avrami-Kolmogorov (JMAK) equation. Phase proportion rates are then used to compute the
right side term of the heat equation and a new estimation of the temperature field is computed
on this basis. This procedure is repeated until convergence.

Despite the fact that a nonlinear problem is solved as a succession of linear problems, the un-
steady linear heat equation remains difficult to solve analytically mostly because of geometrical
complexity and time dependency of the domain. Indeed, as new mass is regularly added to the
part during the process, the support domain of the heat equation is strongly time dependent. To
overcome these geometrical difficulties, the main assumption is to neglect heat fluxes along the
tangent direction of the laser path (denoted by χ). That is to say that successive points on χ can
be considered as independent. The validity of this assumption is questionable in the vicinity of
the molten pool where temperature gradients are very significant in all directions. However, at
the scale of the part, as molten metal is deposited at very high temperature on top of a relatively
cold multilayer structure, heat fluxes along the vertical direction prevail.

This assumption leads to consider several independent computations at different positions
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on the path χ. Each of these computation points consists in multilayer 2D structure in the (r,z)
plane, where r is the radial coordinate (thickness direction) and z the vertical coordinate. The
number of layers gradually increases as metal deposition goes on. Each computation point is
characterized by (i) the radius of curvature of the path χ at the corresponding position and (ii) the
different times of metal deposition on top of the multilayer structure denoted by (t1, · · · , tN+1)
(where N is the final number of layers). The simulation strategy consists in solving analytically
the heat equation for each computation point on each time interval [tn, tn+1] (1 ≤ n ≤ N). Thus,
each computation point requires N sub-computations that are simply connected to each other by
setting the initial condition on the time interval [tn, tn+1] as the final condition on the previous
time interval [tn−1, tn]. It should be noted that for the same geometry different laser paths and
dwell times can be simulated through different (t1, · · · , tN+1). The layer thickness hr = 0.75 mm
and height hz = 0.2 mm are fixed parameters that can be measured.

For sake of simplicity, the power per unit area brought to the system by the radiative term
and by the laser is modeled as a power per unit volume. In addition, the gas flow increases
significantly the heat transfer coefficient for all layers under the flow. However, the mathemat-
ical solution is based on constant heat transfer coefficient (denoted by H). Thus, temperature
losses due to the gas flow are also modeled through the introduction of an additional negative
volumetric heat source. On this basis, the unsteady heat conduction equation reads:

∂2T (i)

∂r2 +
1
r

∂T (i)

∂r
+

∂2T (i)

∂z2 − 1
D

∂T (i)

∂t
=

Q(i)(t)
λ

(1)

where T (i) is the temperature in the layer (i), D (m2.s−1) is the thermal diffusivity. In this
contribution, material parameters (D diffusivity and λ thermal conductivity) are assumed to be
temperature independent for sake of simplicity. However, temperature dependent properties are
considered in [13]. The volumetric heat source Q(i) contains four contributions: the radiative
term, the heat source due to the enthalpy change during phase transition, the volumetric heat
source Qbeam in the top layer of the already existing part due to the laser and the volumetric
negative heat source Q(i)

gas associated to the local increase of the heat transfer coefficient due to
the gas flow. A Gaussian model adapted from [7] is used for the layer i = n−1:

Qbeam(t) =−2ηbeamPbeam

πhzR2
beam

exp

(
−2V 2

beam
(t − tn)

2

R2
beam

)
(2)

where ηbeam is the absorption coefficient, Pbeam is the laser power, Rbeam is the laser radius and
Vbeam is the laser speed. A Gaussian approximation similar to (2) is introduced for Q(i)

gas:

Q(i)
gas(t) = Q̃gas exp

(
−2V 2

beam
(t − tn)

2

R2
gas

)
(3)

where Q̃gas is a power per unit volume and Rbeam is a characteristic length controlling the af-
fected area by the gas flow.
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The substrate is modeled in a simplified way. It is assumed that the substrate temperature
Tsub is constant on each time interval [tn, tn+1]. The substrate temperature Tsub is updated at the
end of the n-th sub-computation according to the total energy received during the time interval
[tn, tn+1]. Thus, boundary conditions read:

(a) :





λ
∂T (i)

∂r
= H (T (i)−Text) r = Rinf (1 ≤ i ≤ n)

λ
∂T (i)

∂r
=−H (T (i)−Text) r = Rsup (1 ≤ i ≤ n)

(b) :





λ
∂T (1)

∂z
= Hsub (T (1)−Tsub) z = Z(0)

λ
∂T (n)

∂z
=−H (T (n)−Text) z = Z(n)

(c) :





T (i) = T (i+1) z = Z(i) (1 ≤ i ≤ n−1)
∂T (i)

∂z
=

∂T (i+1)

∂z
z = Z(i) (1 ≤ i ≤ n−1)

(4)

where Z(i) denotes the interfaces in the multilayer structure, Rinf and Rsup denote the inner and
outer radius respectively. In addition, Hsub denotes the heat transfer coefficient between the part
and the substrate.

Mathematical developments to solve analytically the heat equation (1) with boundary condi-
tions (4) are not detailed in this paper. Interested readers are therefore referred to [13].

3 PHASE TRANSITIONS

The phase transition model simply consists in JMAK equation or Koistinen-Marburger equa-
tion. Multiphase steel is considered. Each phase transition is characterized by a temperature
range. Phase proportions are denoted by Xliq, Xaus, Xfer, Xper, Xbai and Xmar (liquid, austenite,
ferrite, pearlite, bainite and martensite respectively). Solidification and fusion are approximated
by a temperature dependent exponential model, for T ∈

[
Tsol,Tliq

]
:

Xaus = 1− exp
(
−kliq (Tsol −T )nliq

)
(5)

where Tsol is the solidus temperature and Tliq the liquidus temperature. The identification based
on the data given in [7] leads to kliq = 0.02 and nliq = 1.22. For austenite to ferrite, pearlite
and bainite phase transitions, the classic JMAK equation is used. Phase proportions Xfer, Xper
and Xbai are initially set to zero and are updated by computing the increase of phase proportion
denoted by ∆Xφ:

∆Xφ = Xaus
[
1− exp

(
−kφ

(
t − tφ

)nφ)] (6)

where φ stands for ferrite, pearlite or bainite and kφ and nφ are the Avrami coefficients assumed
to be independent on temperature and tφ is the time when the phase transition starts. Further-
more, for the martensitic phase transition the classic Koistinen-Marburger equation is used.
Consider ∆Xmar the phase proportion increase of martensite during cooling, for T ≤ MS:

∆Xmar = Xaus [1− exp(αMS (T −MS))] (7)
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where MS is the temperature start of martensite phase transition and αMS a coefficient. With
intense thermal cycling, the material is significantly reheated after cooling and may reach the
temperature of austenitization. As heating rates are very high during the LMD process it seems
sufficient to use an exponential interpolation similar to (5). Consider ∆Xaus the phase proportion
increase of austenite during reheating, for T ∈ [AE3,Taus]:{

∆Xaus = X
[
1− exp

(
−kaus (T start

aus −T )naus
)]

X = Xfer +Xper +Xbai +Xmar
(8)

where Taus is the temperature end of austenitization and AE3 is the temperature start of austen-
ite to ferrite phase transition (we consider in this paper that it is also the temperature start of
austenitization).

4 RESULTS

In this section the model developed in [13] is used to analyze different fabrication strategies
with respect to the formation of multiphase microstructures. Would it be possible to control the
formation of predefined multiphase arrangements during the LMD process ? Material parame-
ters and process parameters (excepted those tested in this paper) are extracted from [13]. Phase
transition parameters are also extracted from [13] and do not correspond to a specific steel,
but are coherent with multiphase steels. Following computations explore the idea of tailoring
phase proportions by controlling substrate temperature and other process parameters. Thus,
the substrate temperature is assumed to be controllable. The development of a real physical
system enabling to adjust in real time the substrate temperature is not broached in this contribu-
tion. The main difficulty to favor austenite to ferrite, pearlite or bainite phase transformations is
that those transitions are driven by carbon diffusion, hence slow evolutions of the correspond-
ing phase proportions. Thus, the challenge is to maintain the part in the temperature range
corresponding to these diffusive phase transitions during a sufficient amount of time. Three
parameters are tested to achieve this objective: substrate temperature, laser speed and dwell
time. All simulations consist in a 100 layers cylinder with 20 mm inner radius. Computations
parameters are listed in table 1. The first computation is used as a reference to compare to other
strategies. For each computation listed in table 1, the temperature at different fixed locations

Table 1: Computations

Computation Substrate temperature Laser speed Dwell time
(K) (mm.s−1) (s)

1 700 30 0
2 700 30 40
3 700 3 0

is given in figures 1, 4 and 7. The whole temperature field is also given at different times in
figures 2, 5 and 8. Finally, the most significant phase proportion fields are given at different
times in figures 3, 6 and 9. The last phase proportion field is the final phase mixture of the part.
Further evolutions may be obtained with heat treatments.
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The reference computation presented in [13] shows that without substrate temperature con-
trol, cooling rates are very fast and mostly martensite can be formed. (Of course for austenitic
steels such as the widely used stainless steel 316L, mostly austenite is formed). The first com-
putation listed in table 1 only consists in controlling the substrate temperature fixed at 700 K
(with the same process parameters). Cooling rates are very similar as the those obtained for the
reference computation. The part is globally in the austenite temperature range during the fabri-
cation. Then, pearlite slowly starts to form during cooling to 700 K (around 1 min), then bainite
is produced as the temperature is maintained at 700 K. The part is finally mostly composed of
bainite.

More complex multiphase mixtures are obtained for the second computation, by introducing
a dwell time. The main effect of combining the substrate temperature control and a long dwell
time is that the part is in the pearlite or bainite temperature range for a sufficient amount of time
during the fabrication. Similar phase proportions of pearlite and bainite are obtained. However,
it is clear from figure 6 that the phase proportion field is not homogenous in the part. The third
computation strategy consists in maintaining the substrate temperature at 700 K and decreasing
the laser speed by a factor 10. This idea is similar as the second computation: lengthen the
duration of the build so that slow diffusive phase transitions have time to occur. The difference
is that the gas flow has been assumed to stop during dwell time although it is continuous with a
low speed build. Thus, the cooling effect of the gas flow is very significant as shown in figures 7
and 8. This leads to a different multiphase mixture mostly composed of bainite and martensite
as shown in figure 9. However, as for the second computation, the phase proportion fields are
not homogenous in the part.

5 CONCLUSION

In this paper, a fast macroscopic model analyzing thermal evolution coupled with phase
transitions during laser metal deposition process has been used to determine whether multiphase
steel could be processed without further thermal treatment. Indeed, overall material properties
do not only depend on the chemical composition but also on the multiphase mixture that is
obtained during the process. Three sets of process parameters have been tested, assuming a
hypothetical control of the substrate temperature. Very distinct multiphase mixtures have been
obtained, which indicates that the proposed fast numerical strategy could be used to optimize
process parameters in order to reach the targeted microstructure. However, a difficulty remains
as the phase proportion fields are inhomogeneous in the part.
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Abstract.  

 
Additive Manufacturing allows to design and realize 3D parts, integrating additional 
functionalities offered by the interaction between complex shapes and the material properties. 
Results can be even more appealing when functional materials, like Shape Memory Alloys, 
are printed: new opportunities for smart devices can be opened. 
In the present bulk and lattice structures of Nitinol were additively manufactured with a 
Seletive Laser Melting. A pulsed laser, which is more suitable for manufacturing thin parts, 
was selected to process the initial powder. The selection of the process parameters, like laser 
power and exposure time, was performed for maximizing the relative density. Furthermore, 
the microstructure and the martensitic transformation temperatures were analyzed through X-
rays diffraction and differential scanning calorimetry, respectively. A comparison between the 
initial powder and SLMed parts was also considered. Finally, the mechanical properties of 
Niti builts under compression were tested for both bulk and lattice structures. 
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1 INTRODUCTION 

Among smart and functional materials, Shape Memory Alloys (SMAs) are well 
known, thanks to their unique properties, namely shape memory effect (SME) and 
pseudoelasticity (PE) [1]. Quasi-equiatomic NiTi compound is the most diffused SMAs for 
their stable and optimal functional properties. These properties depend on a solid to solid 
phase transformation, indicated as martensitic transformation (MT), which can be found in Ti 
rich-NiTi and Ni rich-NiTi alloys above or below room temperature, respectively. This 
permits to determine the use of these materials as actuators or for biomedical devices, 
according with the implementation of the SME or PE, respectively. 

The operating temperatures of the MT is of relevant importance for the specific 
application. Anyways, these are affected strongly by Ni/Ti ratio, the manufacturing of the 
NiTi SMAs is very challenging for getting stable functional characteristics [2]. 

In the recent years, the use of Additive Manufacturing (AM) techniques for realizing 
3D parts in NiTinol is becoming an attractive solution for advanced devices [3-5]. The 
manufacturing of Nitinol using different AM technologies, like selective laser melting (SLM), 
electron beam melting (EBM) and direct energy deposition (DED), has been studied in 
several experimental works [6-8]. Anyways, among the AM methods the SLM process is the 
most diffused one and nowadays it can offer the best performances and compositional control, 
which is fundamental for this system. In fact, the MT and the related functional properties of 
SLM built Nitinol parts have been shown to be almost comparable to those of the wrought 
alloy [9-11]. The compositional issue remains an aspect to be controlled during the laser 
process in order to allow the Ni/Ti ratio [12-13]. Moreover, the SLMed microstructure can be 
strongly textured, depending of the process conditions, and this can be optimized for 
enhancing the functional response of NiTinol parts [14].  

It is demonstrated that the heat transfer during SLM, particularly the laser emission 
mode, can affected the microstructure and the corresponding mechanical properties [15] in 
AlSi based alloys. Moreover, it was even found that the relative density and the geometric 
features can be affected by the laser emission modes: continuous wave (CW) or pulsed wave 
(PW) [16]. In fact, it is reported that a CW laser is preferable for producing fully dense large 
parts, while PW is more suitable for thin and precise structures. These results can be 
supported by previous works regarding some experiments using CW and PW lasers in 
welding, too [17]. 

As in literature the SLM process has been studied for printing Nitinol samples only by 
means of CW lasers, in the present work the feasibility of SLM with a PW laser was 
investigated in the view of realizing thin parts in Nitinol, in which more gentile energies are 
deposited on the powder bed for the local melting. 

 

2 EXPERIMENTAL 
Bulk and lattice samples were produced from quasi equiatomic NiTi powder (see Figure 

1a) by means of a SLM system (mod. AM400 from Renishaw), equipped with a pulsed wave 
laser. The process parameters, listed in Table 1, were used for manufacturing cylinders (5 mm 
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in height and 3 mm in diameter) printed on a Ti6Al4V platform. Full factorial design was 
performed for fixing the optimal set of process parameters able to maximize the relative 
density. Moreover, selected process parameters, reported in Table 2, were used for printing 
lattice structures (10 mm x 100 mm x 30 mm), whose schematic is depicted in Figure 1b. The 
schematics of the scanning strategies, used for printing the cylinders and lattice parts, are 
shown in Figure 2, respectively.  

  

(a)                                                                  (b) 

Figure 1: Nitinol powder used for the SLM printing (a) and schematic of the lattice structure (b). 

Table 1: List of variable and fixed process parameters used for printing NiTi cylinders 

Parameters Values 
Power 50-75-100-125-150 W 

Exposition time 25-50-75-100 s 
Scanning strategy Meander 

Atmosphere Argon 
Layer thickness 30 m 
Hatch distance 50 m 
Point distance 50 m 
Laser spot size 65 m 

Table 2: List of process parameters used for printing NiTi lattice structure 

Parameters Values 
Power 75 W 

Exposition time 75 s 
Scanning strategy Contour 

Atmosphere Argon 
Layer thickness 30 m 
Hatch distance 50 m 
Point distance 50 m 
Laser spot size 65 m 
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(a)                                             (b) 

Figure 2: Schematic of the scanning strategies, used for printing the cylinders and lattice parts, respectively: 
meander (a) and contour (b). 

The cylinders, in as built condition, were characterized according to the following 
features : (i) relative density with the Archimede’s method; (ii) martensitic transformation via 
differential scanning calorimetry (DSC) ; (iii) microstructure via X-rays diffraction (XRD); 
and (iv) superelasticity via compression testing. As term of comparison, the characteristic 
features of the initial powder were studied and compared to the ones of the as built samples. 
Moreover, the lattice, in as built condition, were studied according to DSC and compression 
testing.  

In details, relative density measurements were performed with a Gibertini E 50 S/2 
balance as set up for implementing the Archimedes method. Calorimetric properties of the 
SLMed Niti samples were investigated through a differential scanning calorimeter (DSC, 
mod. SSC 5200 by Seiko Instruments), in the [-100°C; 150°C] range with heating/cooling rate 
of 10°C min. Characteristic temperatures and corresponding transformation enthalpies were 
evaluated for both direct/reverse transformations upon cooling/heating scans respectively. 
XRD spectra were collected by a diffractometer (Panalytical X'Pert Pro) using Cu K 
radiation operating at 40 kV and 30 mA on the samples’ xy surfaces in the 20-70° 2theta 
range; the measurements were performed using a spinner at 30°C. Compressive tests were 
conducted at room temperature by means of an MTS 2/M machine, equipped with 
extensometer, at strain rate of 0.01 min-1. 8 complete loading and unloading cycles, up to 10% 
in strain, were carried out on cylindrical and lattice samples. 
 

3 ANALYSIS OF RESULTS AND DISCUSSION 

3.1 Evaluation of the feasibility window 
According with the PW emission mode in SLM process, the energy density per unit of 

volume, F, namely fluence, was calculated as follows: 
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(1) 

 
where P, texp, dp, dh and s indicate laser power, exposition time, point distance, hatch distance 
and layer thickness, respectively. The schematic of the temporal and spatial distribution of the 
laser pulses is shown in Figure 3.  
 

 
(a)                                                                    (b) 

Figure 3: Schematic of the temporal power profile and spatial pulses path (b) in SLM performed with PW 
emission mode [17]. 

The identification of the feasibility window has been performed considering the main 
process parameters (power and exposition time), representative of the PW emission mode, 
aimed at the maximization of the relative density. Figure 4 shows the correlation between the 
relative density, measured with the Archimede’s method, and the energy density.  

 
Figure 4: Evolution of the relative density as function of the energy density F. 

 
The evolution of relative density as function of the energy density is coherent with what is 

reported in literature: density first steeply increases up to a peak, and then decreases more 
gradually. It is noteworthy that the peak of density for the different exposure time values 
occurs for higher energy densities with increasing exposure time. The highest relative density 
value, is achieved with laser power of 125 W and exposure time of 75 µs. 
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3.2 Martensitic transformation, microstructure and mechanical behaviour of massive 
Nitinol samples 

In Figure 5 the DSC scans of the sample, obtained with the process condition previously 
selected for maximizing the relative density, and the initial powder, are shown. A unique peak 
can be detected upon heating, while two peaks, characteristics of the transformation from 
austenite to R phase, and from R phase to martensite, are visible upon cooling. The SLMed 
sample, in as built condition, shows the peaks of the MT upon heating and cooling at 
temperatures, which are pretty lower to the ones of the Nitinol powder, probably due to the 
presence of internal stresses. The transformation enthalpies are almost constant, indicating 
that the amount of material involved in the MT is maintained after the SLM process: about 7 
J/g and 9 J/g are the heats exchanged during the direct and reverse MT for both the SLMed 
sample and initial powder.  

 

 
(a)                                                                            (b) 

Figure 5: DSC scans of the NiTinol cylindrical sample, realized in the process condition: P=125W; texp=75 
s (a); Nitinol powder (b). 

In Figure 6 the XRD patterns, acquired at room temperature, of the SLMed sample and the 
initial powder, are shown. XRD spectrum of the SLMed sample indicates that the principal 
phase is austenite (B2). This is in good agreement with the DSC scan shown in Figure 5a. 
However, other peaks, related to residual martensite (B19’), could be found, too. On the 
contrary, the initial powder is fully characterized by austenite (see Figure 6b). Moreover, the 
shape of the peaks is quite different: as in the SLMed sample, broader peaks with lower 
intensity are present, if compared to the Nitinol powder. The broadening effect of the peaks 
and the presence of martensite can be due to different microstructures, associated to cooling 
rates faster in SLM than in the powder production, and to residual stresses, respectively. 
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(a)                                                                            (b) 
Figure 6: XRD patterns of the NiTinol cylindrical sample, realized in the process condition: P=125W; 

texp=75s (a); Nitinol powder (b). 

 
In Figure 7 the stress-strain behavior of the SLMed sample, obtained by mechanical testing 

at room temperature in compression configuration, is shown. Here, some loading/unloading 
cycles, characterized by increasing the applied strain, were performed in order to analyze the 
PE. The sample does not exhibit a complete recovery of the applied strain at room 
temperature. An evident PE behavior is visible, according to the majority of recoverable strain 
up to 6% in correspondence of the last cycle, with a residual strain of 1%. Anyways, a flag 
like behavior was not observed.   

 

 
Figure 7: Mechanical cycling under compression of the NiTinol cylindrical sample. 

 

3.3 Martensitic transformation and mechanical behavior of Nitinol lattice structures 
In this paragraph the characterization of the Nitinol lattice structures is reported. In 

Figure 8 some lattice structures are shown. The process parameters were slightly varied with 
respect to the ones used for the massive samples because generally lower energy density is 
required for building thinner structures. The martensitic transformation of the lattice part is 
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depicted in the DSC scan, reported in Figure 9. The main difference among the lattice part 
and the other samples, characterized in Figure 5, is the one step MT upon heating and cooling. 
Table 3 summaries the transformation temperatures and enthalpies of the SLMed samples in 
both massive and lattice configurations, and the powder. The variability of the enthalpies of 
the direct (indicated as ∆Hdir) and reverse (indicated as ∆Hrev) processes is quite limited: 6-7 J/g 
and 8-10 J/g, respectively. This indicates that the amount of material involved in the MT 
remains almost unvaried by the SLM process. On the contrary, the transformation 
temperatures are more affected by the process. Particularly, the lattice structure shows a 
broadening of the MT peaks. Due to the energy density being lower in the lattice structure 
than in the massive samples, it appears reasonable that Ni evaporation, usually present during 
laser processing, is not the reason of the temperatures shift. On the contrary, residual stresses 
can be more probably the cause of the modification of the peaks of the MT. In fact, the 
geometry of the lattice structure printed in this work (see Figure 1b and Figure 8) is 
characterized by thin struts, linked each other in several points of joining at limited distances: 
this may provoke the formation of intense values of residual stresses, which could be relaxed 
after proper heat treatments. This aspect will be analyzed in future works. 

 

Figure 8: Picture of the NiTinol lattice structures, realized in the process condition: P=75W; texp=75s. 

 

Figure 9: DSC scans of the NiTinol lattice structure, realized in the process condition: P=75W; texp=75s. 

79



Carlo A. Biffi, Jacopo Fiocchi, Paola Bassani and Ausonio Tuissi 

 9 

Table 3: Characteristic temperatures and transformation enthalpies of massive sample, lattice structure and 
initial Nitinol powder. 

Samples ∆Hdir 

[J/g] 
Rs 

[°C] 
Mf 

[°C] 
∆Hrev 

[J/g] 
As 

[°C] 
Af 

[°C] 
Massive sample 6.3 7 -97 9.8 -53 1 
Lattice structure 7.5 44 -52 10.5 -47 76 

Powder 7.0 3 -94 8.1 -34 19 
 

According with the measurement of the Af temperature from the DSC scan of Figure 9, the 
mechanical response of the lattice structure can be affected by the presence of both austenite 
and martensite, due to the uncomplete reverse MT at room temperature. Figure 10 shows the 
mechanical cycling behavior under compression of the lattice sample, evaluated at room 
temperature. After an initial elastic part, the curves are characterized by a flat plateau, which 
shall be ascribed to the densification process typical of trabecular structures. A limited 
pseudoelastic behavior is evident, presumably because of the presence of martensite in the 
sample, as evidenced by DSC analyses. Measured stresses, computed considering the nominal 
section of the whole structure, are sensibly lower than the ones typical of bulk samples 
because of the large void areas that characterize the lattice part. Moreover, it shall be 
considered that the deformation mechanism involves bending of the struts, thus further 
reducing the apparent strength. The large area subtended by the loading-unloading curves, 
higher than the one displayed by bulk parts, confirms the ability of the lattice structure of 
absorbing high energy during deformation. 

 

Figure 10: Mechanical cycling under compression of the NiTinol lattice structure. 

 

4 CONCLUSIONS 
In the present work the feasibility of Selective Laser Melting process of Nitinol 

samples, using a pulsed wave emission mode for emitting the laser power, was studied. 
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According to the selection of the best combination between laser power and exposition time, 
almost full dense samples can be obtained. Further characterizations were performed on the as 
built sample produced in this optimized process condition. The martensitic transformation is 
exhibited in the as built condition, without any post heat treatment, with enthalpies 
comparable to the powder and transformation temperatures just decreased. The microstructure 
of the printed sample, analyzed at room temperature via XRD measurements, indicates the 
presence of martensite, probably induced by residual stresses. Mechanical testing under 
compression indicates a PE behaviour at room temperature, showing a recoverable strain up 
to 6% in correspondence of a residual strain of 1%.   

Additionally to the manufacturing and characterization of massive samples, lattice 
structures, representative of thin elements, were successfully printed with selected process 
parameters. For the lattice samples the martensitic transformation varied significantly from 
the initial powder and the SLMed massive samples, probably more due to residual stresses 
than to potential compositional modifications. The mechanical properties are also very 
interesting, as both PE and energy absorption contributes are present, thanks to the integration 
of functional performances of Nitinol and deformability and ductility of lattice structures 
within the same part.  
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Abstract. The fatigue behavior of ABS SLM Inconel 718 obtained by testing directionally-
fabricated specimens is presented and discussed together with characterization of surface 
topography of the specimens using green light interferometry.  

 
 
1 INTRODUCTION 

One of the most important qualification challenges of structural parts produced by selective 
laser melting (SLM) is their fatigue strength. Metal SLM specimens with machined surfaces 
typically achieve comparable fatigue strength to their conventionally-produced counterparts 
[1]. On the other hand, SLM parts with as-built surfaces (ABS) are characterized by 
drastically lower fatigue strength due to the relatively high roughness of the produced 
surfaces. While external, accessible surfaces have the potential to be machined and made 
smoother, inaccessible internal surfaces are difficult or impossible to post-process. Fatigue 
design and qualification of SLM parts should take into account the effective surface quality. 

Several material and processing factors can influence SLM surface quality, including the 
powder characteristics, process parameters and surface orientation, amongst others. The 
surface roughness is controlled by the contouring parameters such as laser power and laser 
speed, [2]. Laser power and laser focal height have been studied in [3], where it was found 
that while it was difficult to isolate desired laser settings, laser power and focal height in a 
combination with other process variables have significant influence on the quality and 
material properties of components.  

The relationship between surface roughness and fatigue life has been studied in several 
works, where it has been found that surface roughness typically dominates high cycle fatigue 
properties. More specifically, Greitmeier el al. concluded that high cycle fatigue life of L-PBF 
specimens was correlated with surface roughness based on the total height of a line 
measurement (Rt), [4]. Surface topography is either reported from a line measurement, 
designated with R, or a surface measurement of an area, designated with S. The PSPP 
relationship relating the contour process parameters to surface roughness and fatigue for AM 
alloy 718 was examined in [5]. Multiple surface roughness measurement techniques and 
parameters were employed. When comparing the surface roughness metrics to the fatigue life, 
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the maximum pit height Sv inversely correlated to the fatigue life. 
This study comprises experimental activities linking fatigue strength to topography 

parameters followed by development of a modelling approach aimed at providing insight into 
the observed outcomes. The fatigue behavior of ABS SLM Inconel 718, obtained by testing 
directionally-fabricated specimens, is initially presented together with characterization of 
surface topography of the specimens using a green light interferometry microscope.  

The measured surface topography is used as input for the development of a 3D finite 
element (FE) model of the surface layer under tensile loading in order to quantify its effect in 
terms of the stress concentration distribution responsible for fatigue crack initiation.  

2 EXPERIMENTS 

2.1 Specimen fabrication 
This study adopts a recent testing method based on the use of a miniature prismatic 

specimens with geometry presented in Fig. 1 (22 mm in length, 5 × 5 mm2 minimum cross 
section and 2 mm radius lateral semi-circular notch) subjected to plane cyclic bending loading 
with load ratio R=0, [6]. Previous studies of DMLS Ti6Al4V have demonstrated that this 
specimen geometry and loading condition result in fatigue data that are coherent with standard 
rotating bending specimen data and even standard cyclic tensile specimen data. 

Four sets of miniature specimens for a total of about 50 specimens were manufactured with 
an SLM® 280HL system (SLM Solution Group AG, Germany) equipped with two 400 W 
fiber lasers. Gas atomized Inconel 718 alloy powder with an average particle size of ## was 
processed using a layer thickness of 50 µm and an energy density of F = 54.82 J/mm3. After 
fabrication, the specimens were heat treated with a solution treatment plus a two-step aging 
treatment, [7].  

 

 

Figure 1: Specimen lay-out on the build plate 
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2.2 Fatigue test results 
The fatigue data of the four types of miniature specimens tested in an unnotched 

configuration (see Fig. 1 for denomination) are presented in Fig. 2 using the maximum 
nominal cyclic stress in the plot. The significant degree of directionality of the fatigue 
behavior of as-built SLM Inconel 718 after heat treatment is apparent. The trends for each of 
the four fabrication directions are similar but are clearly shifted towards different absolute 
values depending on the build direction. Material scattering appears limited in all cases.  

Fig. 2 shows that the fatigue performance of Type C specimens is the best, followed by 
that of the Type B specimens. Type A+ and Type A- specimens perform similarly but clearly 
represent the worst orientations in terms of fatigue strength. The S/N trends define fatigue 
strength (i.e. the maximum nominal stressmax at R = 0 with 2×106 cycles) ranging from 
approximately max = 500 MPa for Type C specimens, to max = 400 MPa for Type B 
specimens and max =340 MPa for Type A+ and Type A- specimens. 

 

 

Figure 2: Directional fatigue behavior of SLM Inconel 718 with as-built surfaces 

2.3 Surface topography 
The surface topography of all specimen types was measured with a Taylor Hobson 

Talysurf CCI optical profiler with 50× objective. In the employed configuration, the profiler 
was capable of scanning a 336 µm × 336 µm area with a horizontal resolution of 1.3 µm and a 
vertical resolution of 1 nm. To acquire data over larger areas, several measurements were 
performed and joined via data stitching with dedicated software. Areal roughness parameters 
were calculated in line with ISO 25178 [8], including the area surface roughness (Sa), 
skewness (Ssk), kurtosis (Sku), maximum peak height (Sp), maximum valley depth (Sv) and 

85



Gianni Nicoletto, Giancarlo Tinelli. Adrian Lutey and Luca Romoli 

 4 

total roughness (Sz). Within the software, it was also possible to extract sections of the 
measured surface and calculate the equivalent one-dimensional roughness parameters (R) in 
line with ISO 13565-1 [9]. 

Representative surface profiles obtained through data stitching of 9 measurements in a 3 × 
3 configuration are presented in Fig. 3 for Type A- and Type C specimens. The influence of 
the laser scanning strategy is evident for the Type A- specimen, where the surface topography 
is dictated by the geometry of the final melted layer. The influence of layer height is instead 
somewhat evident for the Type C specimen, together with residual un-melted powder 
protruding from the surface. 

a) b)  

Figure 3: Typical as-built surface topography a) Type A- ; b) Type C 

2.4 Surface roughness and correlations with fatigue strength 
The fatigue strength and areal surface roughness Sa of all samples are presented in Tab. 1 

Table 1: Fatigue strength vs areal surface roughness of different specimen types 
 Type C Type B Type A+ Type A- 
Fatigue strength (MPa) 500 400 340 340 
Sa (m) 3.87 5.05 7.40 2.31 

 
A comparison of the values reveals that the average arithmetic areal roughness is not 

always inversely related to fatigue strength as might be expected. While this is indeed the case 
for Type A+, B and C specimens, where the fatigue strength decreases as the surface 
roughness increases, the Type A- specimens represent an important exception as they are 
characterized by both the lowest surface roughness and fatigue strength. It is clear that, in this 
case, the onset of crack formation during cyclic loading is influenced by the geometry of the 
surface and not simply the average surface roughness. 

A more accurate correlation between the surface roughness and fatigue strength can be 
seen in Tab. 2, where it is possible to observe a direct relationship between the fatigue 
strength and the areal skewness (Ssk). Higher values of skewness are clearly associated with 
higher fatigue strength, while lower values were observed for both Type A+ and A- 
specimens, which were characterized by the lowest fatigue strength. 
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Table 2: Fatigue strength vs areal surface skewness of different specimen types 
 Type C Type B Type A+ Type A- 
Fatigue strength (MPa) 500 400 340 340 
Ssk 1.61 0.90 0.09 0.07 

 
The correlation between skewness and fatigue strength has important implications relating 

to the geometry of surface defects and their influence on crack formation and growth. This 
areal roughness factor expresses the symmetry of the height distribution; a positive value 
implies a surface characterized predominately by peaks, while a negative value implies a 
surface characterized predominately by valleys. In the context of crack initiation and growth 
during cyclic loading, valleys or incisions are expected to be of greater influence due to their 
larger contribution to stress concentration than are peaks. As a result, negative or lower 
skewness values imply a greater presence of surface features contributing to stress 
concentration for a given average surface roughness.  

Though Ssk is positive for all of the tested samples, higher values for Type C and B 
specimens imply that a larger proportion of peak-type surface features contribute to the 
average surface roughness, which likely to be of more limited impact on fatigue strength. In 
contrast, Type A+ and A- specimens both have lower skewness, implying more balanced 
presence of peaks and valleys and therefore more relevant contribution of the latter. Within 
the tested parameter range, leading to relatively limited differences in average surface 
roughness, it is clear that skewness has an important impact on the fatigue life of components 
produced via SLM. 

3 MODELING APPROACH 
Numerical simulations using FEM using the surface scans obtained by profilometry and 

tomography were recently reported in [10]. Based on extreme values statistics of a non-local 
fatigue indicator parameter (FIP), a methodology was proposed to take into account the effect 
of the surface roughness on the HCF life. Here a similar modeling approach based on 
transformation of the measured surface topography into a 3D finite element (FE) model of a 
thin surface layer is developed to quantify the effect of surface roughness on the resulting 
stress distribution. The approach is preliminarily applied to the specimen achieving the 
highest fatigue strength amongst those that were tested (i.e. Type C).  

3.1 FE model generation 
Tetrahedral elements were used within the FE model, with material behavior assumed to be 

linear elastic. The FE mesh, see the example of Fig. 4 was defined on the surface with nodes 
corresponding to data obtained from the optical profiler on the surface. The mesh size was 
therefore approximately 1.3 µm on the surface, increasing gradually towards the bulk to limit 
calculation times. A fixed constrain was applied to one of the two smaller faces orthogonal to 
the measured surface, while a constant axial load was applied to the other parallel face.  

This configuration led to a nominal tensile stress state in the same direction as was induced 
during fatigue testing. Following calculation of the resulting stress state, the local stress 
concentration factor (Kt) was calculated by dividing the local elastic surface principal stress 
by the nominal stress calculated as the applied axis load divided by the nominal cross-section 
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of the modelled object. 
 

 
Figure 4: Finite element model of the surface layer (Type C specimen)  

3.2 FEM results 
The stress concentration factor distribution on the as-built surface of the selected Type C 

sample is shown in Figure 5. The maximum value of Kt is 3.81, implying that the surface 
roughness has a significant influence on the resulting localized stress state. 

 

 
 

Figure 5: Stress concentration factor (Kt) distribution on the as-built surface  

Values of Kt for each node were imported into MATLAB to determine the stress 
concentration factor distribution over the entire surface. Values are presented in Fig. 6, where 
it can be seen that most of the surface has a value of Kt < 1.5, corresponding to limited or no 
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stress concentration. A small but significant proportion of nodes has values of 1.5 < Kt < 2.5. 
A negligible fraction of the surface reaches even higher Kt values possibly due to 
discretization effects. These are only preliminary observations, while the on-going activity 
involves the FE modeling of the surface layers of the other specimen types to address the role 
of surface orientation (i.e. specimen fabrication direction).   

 

 

Figure 6: Kt distribution vs percentage of surface area (Specimen Type C).  

5 CONCLUSIONS 
Two approaches have been presented correlating the surface topography of metallic 

specimens produced by SLM and the fatigue strength.  
The first involved acquisition of the surface topography of SLM specimens built in 

different orientations with an optical profiler and correlation of the experimental fatigue 
strength with the average areal surface roughness and skewness. In most cases, an inverse 
correlation was found between the surface roughness and fatigue strength; however, this was 
not the case for all samples. By also considering skewness, the fatigue behavior could more 
accurately be accounted for as lower skewness factors were strongly correlated with lower 
fatigue strength due to the greater influence of surface valleys or incisions on crack formation 
and propagation.  

The second approach, still at the preliminary stage, involved modelling a thin layer of the 
acquired surface with a FEM software and considering the ratio of the local elastic surface 
principal stress to the nominal stress for calculation of the local stress concentration factor 
(Kt). The distribution of Kt with respect to the surface area fraction shows that fatigue crack 
initiation occurs at localized areas of high stress. Here only Type C specimen surface was 
modeled. On-going work is directed in the FE modeling of the as-built surfaces of the other 
three specimen orientations. 
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Abstract. The selective laser melting process causes high thermal-induced residual stresses 
that may result in unwanted part distortion and may affect fatigue strength of the part. This 
study initially presents the fatigue behavior obtained by testing directional specimens of SLM 
AlSi10Mg in the as-built condition (i.e. no heat treatment after fabrication). Then, the SLM 
process of specimen fabrication is simulated using the inherent strain approach to determine 
residual stresses at the location and in the direction of fatigue crack initiation. A direct 
correlation of the computed residual stresses and the actual fatigue behavior provides 
qualitative insight into the simulation accuracy.  

 
 
1 INTRODUCTION 

Selective laser melting (SLM) is a layer-by-layer manufacturing process that allows the 
building of complex, lightweight and customized parts by consolidating successive layers of 
metal powder via localized melting by a laser. During the SLM process, the material 
experiences large localized temperature fluctuations in a short time. This causes high thermal-
induced residual stresses that may result in unwanted part distortion or material cracking and 
consequently waste of time and resources, [1]. Complex physical interactions cause an 
inconsistent quality of the produced parts. Even experienced technologists may not be able to 
identify the most suitable fabrication strategies for parts of complex geometry. Therefore, 
computer-based process simulation tools are proving valuable for the successful 
implementation of SLM in industry, [2]. 

Thermo-mechanical FEM simulations show that distortion of SLM parts tends to be a 
macroscopic phenomenon, which is mostly dependent on the hatching strategy and the 
geometry of the manufactured part, [3-5]. Since stress and temperature in a layer are affected 
only by a few neighboring layers, a computationally-efficient multiscale method for the 
prediction of residual stresses and deformation of SLM parts has been developed in [3]. The 
strains determined in the mesoscopic hatching model are applied as inherent strain in the 
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macroscopic layer model via the inherent strain vector.  
Along with part deformation, residual stresses are predicted by SLM process simulation, 

[5]. Residual stresses due to SLM process may affect the fatigue strength of parts in the 
absence of post fabrication heat treatments, [6]. Generally, residual stresses are expected to be 
either detrimental on fatigue strength when tensile or positive when compressive.  

Since the complex link between the SLM process, residual stresses and fatigue response 
would gain irreplaceable insight by experiments, this contribution integrates SLM process 
simulation for residual stresses with fatigue testing of AlSi10Mg specimens in the as-
manufactured state (i.e. without post fabrication heat treatment). A direct correlation of the 
computed residual stresses and the actual fatigue behavior provides qualitative insight into the 
simulation accuracy.  

2 FATIGUE OF AS-BUILT SLM AlSi10Mg 
This study initially presents the directional fatigue behavior obtained by testing specimens 

of SLM AlSI10Mg in the as-built condition (i.e. no heat treatment after fabrication) so that 
residual stresses are expected.  

2.1 Experimental details 
A fatigue testing method based on a miniature specimen geometry recently developed is 

adopted, [7]. Previous studies of DMLS Ti6Al4V demonstrated that this specimen geometry 
and loading condition result in fatigue data that are coherent with standard rotating bending 
specimen data and even standard cyclic tension specimen data. and possibly show their effects 
in fatigue. The specimen geometry is quite small, hence “miniature”, and prismatic (22 mm in 
length, 5 x 5 mm2 minimum cross section, 5x7 mm2 gross section and lateral semi-circular 
notch 2 mm in radius).  

 

 

Figure 1: Specimen lay-out on the build plate 
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For its small size and type of loading, the specimen is readily adapted for investigating 
directional effects on the fatigue behavior, [7]. Fig. 1 shows four different orientations of the 
miniature specimen with respect to build direction and their respective denominations.  

Four sets of such miniature specimens for a total of about 50 specimens were manufactured 
using a SLM® 280HL system (SLM Solution Group AG, Germany) equipped with 2x400W 
lasers. Gas atomized AlSi10Mg alloy powder was processed using a layer thickness of 50 µm 
and a fluence F = 54.82 J/mm3. After fabrication, the specimens were removed from the build 
plate without any additional processing or heat treatment. Therefore, the surfaces were 
relatively rough and the SLM-processing-induced residual stresses were not affected.  

The four different sets of miniature specimens were then tested under cyclic plane bending 
with a load ratio R = 0 using a table-top electromechanical testing machine working at 25 Hz 
with continuous load monitoring. The flat surface opposite to the circular notch was subjected 
to the pulsating tensile stress (i.e. the notch was in compression) to localize fatigue crack 
initiation under unnotched condition, [7]. The cyclic displacement-controlled test ended either 
when the applied bending decreased of 10% below the initial level or when the specimen 
reached 2 106 cycles without an appreciable load change. 

2.2 Directional fatigue behavior  
The fatigue data of the four types of miniature specimens tested in the unnotched 

configuration, (see Fig. 1), are presented in Fig. 2 using the maximum nominal cyclic stress 
vs. number of cycles to crack initiation. in the plot.  

 

Figure 2 - Directional fatigue behavior of SLM AlSi10Mg with as-built surfaces 

The significant degree of directionality of the fatigue behavior of the present as-built SLM 
AlSi10Mg without heat treatment is apparent. Two specimen orientations (Type A+ and C) 
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have similar trends and a lower fatigue strength than the Type B orientation. On the other 
hand, the fatigue behavior of Type A- oriented specimens is significantly different. Material 
scatter appears limited in all cases and the trend curves are well defined. If Type C orientation 
(i.e. long axis parallel to build) is considered the reference, Type A+ orientation (i.e. long axis 
perpendicular to build) shows the same behavior, Type B orientation (also perpendicular to 
build) is about 25% stronger than Type C and the Type A- orientation is 80% stronger than 
the reference.  

Since the specimens are in the as-built surface condition, the surface quality to the fatigue 
directionality could contribute to the observed response of Fig. 2. However, previous studies 
of stress relieved SLM Ti 64 and SLM In718 showed only a slight degree of directionality in 
the fatigue response [8, 9]. Unpublished studies on T6-heat-treated SLM AlSi10Mg with the 
same specimen geometry and as-built surfaces showed also limited directional behavior.  

Therefore, this novel evidence of strong directional fatigue behavior is attributed to SLM-
generated residual stresses affecting to a different degree the fatigue crack initiation phase.  

2 SLM PROCESS SIMULATION 
The thermo-mechanical FEM simulation is a common and validated tool for the prediction 

of residual stress in conventional thermal processes like welding. However, since SLM parts 
are much larger than the size of the micro-weld and each weld seam experiences an identical 
or comparable thermo-mechanical history, a fast solution of the mechanical problem on the 
basis of the method of inherent strain has been proposed to reduce the time consuming 
transient thermo-mechanical problem, [3]. The complete method involves the use of three 
sub-models: i) heat source model (Goldak’s model); ii) hatching model (elasto-plastic thermo-
mechanical modeling of the laser trajectory); iii) layer model (mechanical equivalent due to 
layer-by-layer updating). Such an approach is implemented in the commercial SIMUFACT 
software (MSC Software, Germany), which has been used here to determine the residual 
stresses in the directional specimens of AlSi10Mg shown in Fig. 1 due to the SLM fabrication 

The SLM process simulation approach consisted of two-steps: i) a calibration phase that 
accounts for the material powder, process parameters and the scan strategy is performed on 
cantilever specimens of prescribed geometry, ii) simulation of the SLM fabrication of the 
directional specimens to determine the macroscopic residual stresses that may affect the 
fatigue behavior. Distortion of AM parts tends to be a macroscopic phenomenon, which is 
mostly dependent on the hatching strategy and the geometry of the manufactured part [8]. 

2.1 Calibration 
A preliminary calibration phase of the scan strategy parameters was performed on 

cantilever specimens of the recommended geometry shown in Fig. 3a. The same SLM 280HL 
system and process parameters (Table 1) used to fabricate the miniature specimens of Fig. 1 
was used to print cantilever beams of AlSi10Mg shown in Fig. 3a.  

 
Table 1 - SLM process parameters of AlSi10Mg. 

Laser power Scan Speed Layer thickness 
W mm/s μm 

350 1250 50 
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a)  

b)  

Figure 3: Physical (top) and simulated (bottom) deflected cantilever beam used for SLM process calibration 

Dimensions were: length = 72 mm, height = 9 mm (including 3-mm-thick solid section) 
and width = 12 mm. A comb-shaped structure supports more than 80% of the solid beam 
length, Fig. 3a. Cutting of the support structure results in beam deformation due to residual 
stress redistribution. The resulting maximum deflection is measured at the tip of the beam to 
calibrate the specific inherent strains simulation parameters.  

A sensitivity campaign was preliminarily conducted with the simulation code to determine 
the optimal size of the Voxel mesh (from 3 mm to 0.5mm) used to model the cantilever 
specimen, Fig. 3b, because it links the inherent strains and the simulated component. The 
optimal Voxel size was experimentally determined to be 1 mm. Considering the beam height 
of 9 mm and SLM layer thickness of 50 μm, the beam was made of 180 layers. Each Voxel 
layer of Fig. 3b represented 20 physical metal layers. 

2.2 Simulated residual stresses in the directional specimens  
The residual stresses due to SLM fabrication were computed in each directional specimen 

of Fig. 1. While the state of stress is typically triaxial in the body interior and biaxial on the 
surface, the residual stress component of specific interest is here the longitudinal stress acting 
on the flat surface shown in Fig. 4a because the bending loading during fatigue testing applies 
a cyclic longitudinal principal stress in the same direction. Therefore, the residual stress can 
be superposed on the pulsating bending stress similarly to a mean stress of a stress cycle. 

The computed longitudinal residual stresses across the specimen width due to SLM 
fabrication for each oriented specimen is shown in Fig. 4b. The Type C specimen is 
characterized by a relatively high tensile stress with a maximum value of 140 MPa, while the 
other specimens show stresses below 30 MPa. Type B specimens show a trend in residual 
stress from positive to negative. Type A+ a gradient from compressive on the outer surfaces 
and traction in the middle and Type A- a rather uniform and low tensile stress.  
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a)             b)  

Figure 4: a) Residual stress of interest in a mini specimen b) computed residual stresses of the four directional 
specimens 

Average values of the longitudinal stress distribution are given in Fig. 5. Significantly, 
residual stresses acting parallel to layer (i.e Type A+, A- and B) are low while residual stress 
perpendicular to layer are high (i.e Type C). Further, for the present SLM process modeling 
there is no significant difference in residual stresses between Type A- specimens where under 
test is the top and final layer and Type A+ specimens where under fatigue test is the first layer 
connected to the build plate, which undergoes cyclic thermal cycles of the subsequent layers.  

               
Figure 5: Average longitudinal residual stresses in fatigue specimens  
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3 CORRELATION OF EXPERIMENTS AND SIMULATION 
The originality of this study is in the direct correlation of results of fatigue experiments and 

simulation of the SLM residual stresses. It is an accepted fact that residual stresses are 
detrimental in fatigue when tensile and, conversely, beneficial when compressive.  

The fatigue experiments show a very significant increase in fatigue strength of Type A- 
specimens compared to the Type C and A+ specimens. On the other hand, the simulated 
residual stresses are high and tensile for Type C specimens while are negligible for the other 
directions. Type C shows the lowest fatigue strength, coherently with the residual stress 
levels. However, the other three specimen directions show practically negligible tensile 
residual stresses.  

Type A+ and Type A- specimens show very different fatigue strengths but the simulated 
residual stresses are quite similar. Here the simulation may be inaccurate as it predicts similar 
residual stresses while in practice in first case the layer under test is the last and in the second 
case is the first. The very high fatigue strength of Type A- specimens could be attributed to 
high compressive residual stresses that however are not identified by simulation. Only Type B 
specimens shows a slight computed compressive stress on part of the specimen.  

At this stage of still limited experience with the process simulation tool, the adoption of the 
recommended procedures (Voxel size determination by calibration) was inevitable. Further, 
deformation of actual parts was successfully predicted and corrected by Beam-It company 
resulting in compliant SLM parts for the customer.  However, it is believed that the multilayer 
Voxel may be inappropriate for modeling the type A- specimen orientation because the top 
layer under tensile fatigue stress is also the last melted layer where severe stress gradients are 
expected.  

4 CONCLUSIONS 
This study originally presented a direct correlation of the fatigue behavior obtained by 

testing directional specimens of SLM AlSi10Mg without heat treatment after fabrication and 
residual stresses in the specimens associated to the simulation of the SLM process. The SLM 
process simulation tool based on the inherent strains approach was experimentally calibrated. 
The fabrication of directional fatigue specimens was simulated determining longitudinal 
residual stresses on the surfaces under cyclic stress. The main conclusions are as follows: 
 The fatigue behavior of the as-built SLM AlSi10Mg is strongly directional. 
 The lowest fatigue strength was determined for Type C specimens where the applied 

stress is perpendicular to the layers and the simulation predicts strong tensile residual 
stresses.  

 The fatigue behavior of Type A+ and Type A- specimens is very different with a very 
high strength achieved by Type A-. This may be attributed to strong compressive residual 
stress. 

 The computed residual stresses of Type A+ and Type A- specimens are similar. It is 
believed that the homogenization of the multiple layers into a single Voxel element may 
not be appropriate here.  

 The experimental methodology and evidence originally presented here may help in fine 
tuning SLM process simulation tools. 
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Abstract. Any manufacturing process which allows to create a product in its finished form
without the need for other machining operations belongs to Net Shape Forming family. Additive
Manufacturing (AM) is a part of NSF family; it allows to build 3D objects by adding layer-upon-
layer of material (polymers, metals, ceramics) and includes different manufacturing techniques
as stated by ISO/ASTM Standard.

In order to get good results by the application of these techniques, some technological prob-
lems has to be faced and solved. They mainly concern: temperature control of the material to
be processed, characteristics of the energy source for material transition, control of the power
transferred to the material, scanning system’s head control, 3D model’s layer definition, gener-
ation of the laser point’s trajectories. The quality of the product strongly depends on all these
aspects, that are sinergically linked each other, as well as on the technical solutions to realize
them. In other words, the machine implementing the AM technological process is crucial for
the product’s manufacturing. From the early stages of machine’s concept, a multidisciplinary
and synergic approach which allows to take into account all the different aspects involved in the
process must be followed. This is the typical approach followed by Mechatronics which deals
with the synergistic application of mechanics, electronics, controls and computer engineering
in the development of product and systems through an integrated design approach.

In this paper, the fundamental aspects that must be taken into account in the design process
of an AM machine are highlighted, and the design approach is discussed.

1 INTRODUCTION

Net Shape Forming (NSF) refers to any manufacturing process which allows to create a
product in its finished form without the need for other machining operations. Additive Manu-
facturing (AM) technology belongs to NSF manufacturing processes’ family and it was born in
the early 80s thanks to several inventors who worked on different 3D Printing techniques; by
means of AM technology, 3D objects are built by adding layer-upon-layer of material (plastics,
metals, ceramics) [1] [2].

The family of Additive Manufacturing technologies is quite wide and it is characterized by
several different kinds of processes, according to the specific technology used. As an exam-
ple we can talk about selective laser sintering (SLS), selective laser melting (SLM), electron
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beam melting (EBM), Direct Metal Deposition (DMD), Fused Deposition Modelling (FDM),
Stereolithography(SLA), etc. In order to clearly categorize the AM processes, ISO/ASTM
52900:2015 standard has defined seven different kinds of process [3].

The application and implementation of each kind of process lead to several and peculiar
technological problems that, in order to get good results in terms of product’s quality and pro-
ductivity, have to be tackled and solved. In general they concern: temperature control of the
material to be processed, characteristics of the energy source for material transition, control of
the power transferred to the material, scanning system’s head control, 3D model’s layer defi-
nition, generation of the laser point’s trajectories (when a laser is used as energy source). All
of these aspects have the same importance to guarantee the quality of the product and they are
sinergically linked each other. As an example, the power of the energy source and the tem-
perature of the material are strongly related; the power transferred to the material is related to
the trajectories running speed; the 3D model’s layer definition influences the resolution of the
positioning system; on the performances and control of the scanning head, the accuracy of the
trajectories depends.

The analysis of the influence of these process characteristics on the product has been, and still
is, strongly investigated by researchers, along with the way to control the process parameters
[4]. Just as an example, investigations concerning heat transfer by means of thermography [5]
[6], and analysis of the effect of laser’s power on temperature and material defects were made
[7]. Moreover, in the last years the effort of researchers seems to be focused on investigations
concerning new methods to control the quality of the product in-situ [8] [9] [10].

The quality of the product strongly depends on all the aforementioned aspects as well as on
the technical solution to realize them. In other words, the machine implementing the specific
AM technological process is crucial for the product’s manufacturing. From the early stages
of machine’s concept, a multidisciplinary and synergistic approach which allows to take into
account all the different aspects involved in the process must be followed. This is the typical
approach followed by Mechatronics; as a matter of fact, Mechatronics concerns the synergistic
application of mechanics, electronics, control and computer engineering in the development of
products and systems through an integrated design approach.

This paper mainly focuses on the AM technology known as Powder Bed Fusion, in which
thermal energy selectively fuses regions of a powder bed as stated by [3]; more in detail the
Selective Laser Melting(SLM) and Selective Laser Sintering (SLS) are addressed. The funda-
mental aspects that must be taken into account in the design process of an AM machine are
highlighted, and the used design approach is discussed.

2 GENERAL MACHINE’S CONFIGURATION

As explained in [2], the production process of an AM machine can be summarized as fol-
lows: 3D CAD model preparation and STL conversion, slicing of the STL file, machine set-up,
building of the product, removing from the machine, possible post-processing operations.

With particular reference to a Selective Laser Melting (SLM) or Selective Laser Sintering
(SLS) machines, the product’s building consists of heating a portion of the powder bed by
means of a laser moving the scanning head according to the “sliced” 3D CAD model, lowering
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the platform of the building volume, dispensing another layer of powder and recoating with
another powder’s layer. Then the working cycle restarts.

Figure 1a and figure 1b show a conceptual sketch of a machine. In particular figure 1a focuses
on the laser source, the scanning head and the layer heated by the laser; figure 1b highlights the
building powder container and the relevant lowering platform, the dispensing container and the
recoating device.

(a)
(b)

Figure 1: Conceptual scheme of a machine

From a simply conceptual point of view, a machine for Additive Manufacturing doesn’t
seem to be strongly complex; a specific sequence of motions and operations allow to realize the
building process. Actually there are some technological aspects that are very crucial to have a
successful production process.

Again with reference to a Powder Bed Fusion machine, one of those crucial aspects is related
to SLS/SLM technology: it is based on the use of a laser source, whose power depends on
the powder material processed [11], for sintering portions of a surface of pre-heated powder
material. Figure 2 schematically shows the conceptual scheme of sintering process. Hence
the thermal energy control along with the laser energy control are very important issues of a
machine.

Besides the thermal energy control, another important issue concerns the control of the laser
beam, that is the control of the laser scanning head and the choice of the path to be sintered.

Moreover, the slicing operation of the STL 3D model is very important for the quality of the
product, in particular the choice of the slicing step and the algorithm to extract layers from the
STL model.

3 THERMAL ENERGY CONTROL

A Power Bed Fusion process needs thermal energy to bring the material powder within a
specific range of temperature in order to make sintering or melting occur. As a matter of fact,
the melting temperature must be reached for SLM, while the mechanism of sintering is the
fusion of powder particles in their solid state at high temperature, between one half of the
melting temperature and the melting temperature, which depends on the powder material.

3
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Figure 2: Conceptual scheme of the sintering process

Depending on the powder temperature and on the time at which the temperature is mantained,
the sintering process gives different results, mainly concerning the porosity, that is the density
of the product. In order to have products with high density, high sintering temperatures and high
sintering times are needed; on the contrary, fusion by melting is quicker. That’s why sintering
is rarely used as the primary fusion mechanism [2].

However, it is still an important mechanism in most Power Bed Fusion processes, and the
design of a machine implementing this technology, must properly take into account some impor-
tant effects that sintering has on the product building: also the loose powder within the building
container, and not only the one that has to be sintered, begins sintering. This means that the
dimensional characteristics change leading to a change of the behaviour when used as recycled
powder for another production process. Another important aspect is related to the growth of
a “skin” around the built part; when the desired cross-section is fused, the loose surrounding
powder increases its temperature and, mainly when melting is the primary fusion mechanism, it
remains at high temperature for long time; it results in part growth. Moreover, since the lower
layers (i.e. the first fused) are maintained to high temperature for a time longer than the upper
ones, the product part has higher density in lower regions rather than in the upper ones.

Powder bed temperature has a great influence also on the geometry of the single fused layer;
as a matter of fact, the fused cross section could be subjected to curling effects due to the
temperature difference between the loose powder and fused cross section [12].

All these typical aspects highlighted, it’s clear that temperature and termal energy needed
to get it are important issues of a PBF process [4]. Hence, from a design point of view, the
choice of the thermal source to guarantee the proper temperature of the powder bed is crucial
as well as the methods to control its distribution on the powder bed. The issue of temperature
monitoring have been dealt with in literature by several authors as [5][6][7][8][10]. Infrared
thermal cameras and pyrometers are commonly used. As far as thermal source is concerned,
infrared lamps are generally used for polymers, sometimes in conjunction with resistors in order
to prevent border effects around the building volume.
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4 LASER ENERGY CONTROL

In Powder Bed Fusion process in which melting is the primary fusion mechanism the pow-
der bed is maintained at a specific temperature, lower than melting point, and a laser, or an
electron beam in case of EBM (Electron Beam Melting), is used to give the powder the energy
increment needed for melting. Hence the control of laser energy is a very important issue to
guarantee the proper powder melting. Laser energy needed depends on powder characteris-
tics like thermal conductivity, absorptivity and reflectivity; as an example a powder with high
thermal conductivity requires a laser with higher power because heat dissipates very fast [12].

Moreover, the total amount of energy that is absorbed by the powder depends on laser beam
speed, on beam spot size and on scan spacing [2][12]. Hence, rather than the absolute laser
energy or power, the most important parameter is the laser energy density A simplified model
for the energy density on the surface of the power bed can be written as [2][12]:

ES =
WL

vsδ
(1)

where ES [J/m2] is the surface energy density, WL [W ] is the laser power, vs [m/s] is the scan
speed and δ [m] is the spacing between adiacent scan lines.

A similar equation can be written for the energy density across the thickness:

ET =
WL

vsδσ
(2)

where ES [J/m3] is the energy density across thickness and σ [m] is the layer thickness.
The laser effect depends also on the spot size, which must be strictly related to the distance

between adiacent scan lines. As a matter of fact, if the spot size is smaller than scan spacing,
it results in unapproprate fusing and porosity of the product. A bigger spot size requires more
power from the laser in order to have the same energy density.

Moreover, the spot size is related to resolution and to production time; the smaller the spot
size, the higher the resolution, but the longer the production time. Hence a proper balance
between these different aspects must be sought after and reached.

All things considered, the proper choice of laser parameters has a very high influence on the
results obtained on the product.

5 LASER BEAM CONTROL

For a proper implementation of Powder Bed Fusion technology, and in particular Selective
Laser Sintering/Melting, besides the control of the laser energy and parameters, also the control
of the path followed by the laser beam is very important; it is still a research issue [13].

As a matter of fact, in order to properly fuse the powder within the desidered cross section,
the laser beam has to move along a path, filling the cross-section itself. According to the kind
of path, different scanning strategies can be defined. The main differences concern the kind
of path (linear, spiral, etc.), the distance between adiacent lines, possible division of the cross
section area into sub-sections. [2][12].

5

103



P. Righettini, R. Strada

One of the process characteristics influenced by the chosen scanning strategy is the produc-
tivity; as a matter of fact, a longer path leads to a longer time to fill the cross section area.
Besides the length of the path, also its shape is very important; as an example, if the cross sec-
tion is filled just with linear parallel paths, it results in shrinkage stress and anisotropic strength,
leading to warp and distorsion. Moreover, linear paths aren’t the best choice in case of presence
of cavities inside the cross section; as a matter of fact, as it’s schematically shown in figure 3,
the laser beam should travel along the empty area with the laser switched off. This results in
wasting of time while, frequently switching on and off, the laser reduces its lifetime.

Figure 3: Example of cross section with cavity (linear paths in dotted lines)

Another parameter already mentioned in the previous section is the distance between adi-
acent scan lines, that is how dense the path is. The density of the path, being related to the
path’s length, influences the building time of the product, i.e. the productivity. A less dense
path increases the productivity but, depending on the spot size, it could lead to an unappropriate
powder fusion and hence to a product with high porosity and inadequate mechanical character-
istics. In order to find a good balance between these different aspects, a scanning strategy could
include variable distance between adiacent lines, according to the position inside the area. An
example is shown in figure 4, where paths near to the border have a distance lower than the ones
in the inner part of the area. The choice to lower the distance near to the borders allows to have
good finishing of the external surface of the product.

However, the results obtained with a specific path could be different depending on its position
inside the building volume. As a matter of fact, heat transmission is strongly affected by the
position and so the effect on the resulting product.

The design process of a machine cannot disregard all these important issues concerning
scanning strategies, mostly when a mechatronic approach is followed.

6
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Figure 4: Path with variable distances between lines

6 3D MODEL SLICING

In previous sections, important issues concerning Power Bed Fusion technology and the
process design of the relevant machines have been highlighted. One of these aspects is the layer
thickness; as explained in the laser section, it is related to the volume energy density.

In general, the choice of the layer thickness is done in a pre-processing phase of the product
building, precisely during the STL file manipulation phase. On the STL file, the machine’s
control software has to perform a slicing operation in order to get the cross section areas to
be sintered (figure 5). Obviously, the layer thickness influences also the pre-processing time
needed.

Figure 5: Slicing of a STL file

As well known, in a STL file, surfaces are approximated by a mesh of triangles. The slicing
software must recognize intersection between the cutting plane and the triangles giving as output
the shape of the cross section to be sintered.
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From the choice of layer thickness, the productivity and the resolution of the outer surface
of the product depend. As a matter of fact, the higher the thickness, the shorter the product
building time, but with high layer thickness the well known staircase effect becomes more
evident. Figure 6 schematically shows a vertical plane section where the solid line represents
the ideal profile while dotted line is the actual one. The staircare effect is clearly showed: the
higher the layer thickness, the larger the gaps between ideal and actual profile.

Figure 6: Staircase effect

The choice of the thickness depends on the building strategy used, that is for example the
growth direction of the product, which influences the staircase effect. As shown in figure 7, the
same product positioned in a different way can lead to dramatically different results in terms of
geometric quality.

(a) (b) (c)

Figure 7: Positioning into build chamber

In particular, figure 7c shows, for the same product shape, how much the orientation influ-
ences the staircase effect. Moreover, between figure 7a and 7b, it is also clear that the best
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orientation is (7b), allowing to have a very low number of layers. It should be also noticed
that orientation (7a) and (7b), not having problems reated to staircase effect, could allow to use
layers with higher thickness than orientation (7c). So, the building strategy has a big influence
on the production time because, according to the orientation of the product the number of layers
could be definetly different.

7 MECHATRONIC APPROACH

From the technological point of view, the problems related to Additive Manufacturing and,
in particular to Powder Bed Fusion, are clear. As seen in the previous sections there are issues
concerning thermal control, laser energy and relevant parameters, laser beam control, scanning
path definition and so on.

In order to design and develop a machine that implements PBF technology, it is necessary to
set-up proper and efficient technical solutions to transform technological needs in an industrial
machine as schematically represented in figure 8.

Figure 8: From technological issues to industrialization

In literature, papers concerning the design of industrial machines aren’t so widespread, prob-
ably for confidentality reasons, while it is possible to find some works concerning development
of prototypes even characterized by new solutions at the aim to improve the production process
[14][15][16][17][18].

All the aspects involved in the design of an Additive Manufacturing machine cannot be dealt
with separately, but they are linked each other and not independent. A synergistic approach
is needed, which is typical of Mechatronics; even from the concept phase of the machine the
technological issues and the relevant technical solutions must be tackled as a whole. One of the
main aspects concerns the optimal choice of the motor-transmission system [19].

As an example, concerning the displacement of the building platform, it depends on layer
thickness which generally varies between 100µm and 300µm. Hence a very accurate trans-
mission system is needed; as an example a recirculating balls screw coupled with a brushless
servomotor, which is a system characterized by high stiffness, could be used.

Another important motion is the one devoted to powder recoating; in this case, the axis
should be as fast as possible in order to reduce the time of this process step, that isn’t a product
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building step. Also in this case, a solution with high performances should be used; again, a
brushless servomotor with a stiff transmission like a recirculating balls screw would be a good
solution.

For powder distribution, instead of having a container with a moving piston near the building
container, the best solution would be to leave the powder fall down from an hopper in front of
the recoating mechanism; a simpler solution without the need for another axis, the one to move
the piston. In order to reduce the waste of time, two hoppers could be used, one on the left and
one on the right of the building volume; in this way, the recoating axis lays the powder in each
direction without having a working stroke and a return stroke.

According to the mechatronic approach [20], simulation can be carried on to predict the
behaviour of the system. Besides simulations concerning the axis motion and the production
cycle of the machine, also thermal simulation sholud be carried on to define the position and
the power of the heating elements like infrared lamps and resistors that guarantee the proper
temperature distribution on the powder bed.

Then the control software must manage all the functionalities required; it has to perform
the pre-processing activities like STL slicing, to allow parameters setting, temperature control,
laser control, scanning path control, axes motion control and it has to coordinate the different
steps of the productin process. Hence, since the early stage of the design process, the concept
of the software must take into consideration all the functionalities that must be guaranteed to
the system.

8 CONCLUSIONS

In this paper, the main technological issues related to Powder Bed Fusion process have been
highlighted. All these issues are equally important in order to guarantee the quality of the
product and they are synergistically linked each other.

The design of an industrial machine for Additive Manufacturing, and in particular Powder
Bed Fusion, needs to transform the technological issues in technical solutions which allow their
implementation with reference not to a prototypical environment, but to an industrial one.

The mechatronic approach, thanks to its typical synergistic characteristic, has a fundamental
role in the design of such machines; since the early stage of concept design, all technological
aspect, which synergistically interacts each other, must be taken into account as a whole, along
with the relevant technical solution. That’s the way to make an optimal design and to develop
an efficient machine with high performances.
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Abstract. The present work is related to the fabrication of a scaffold with a customized shape 
through a variant of an additive manufacturing process often called liquid frozen deposition 
manufacturing, which consists in depositing layer by layer a polymer solution in a low 
temperature platform or chamber with an x-y-z motion platform. In this specific application, 
the x-y stage is actuated by high precision linear motors, located into a thermal chamber and 
must work at the temperature of -15° C, facing control problems related to variations of the 
electromagnetic interactions. Hence a multi-physics simulation has been developed in Open 
Modelica environment  to understand the motor behavior and to allow the development of an 
amended control system. 

 
 
1 INTRODUCTION 

Additive manufacturing technologies are expanding their field of application in an ever-
increasing number of industrial sectors through the development of new processes [1], the use 
of new materials [2] and, by consequence, the design of new machines [3,4]. In the medical 
devices industry, the augmented demand for devices devoted to tissue regeneration based on a 
controlled micro-architecture in recent years led the interest for industrial scale-up in the 
production of hydrogel-based mass-customized artefacts. The present work is related to the 
fabrication of a scaffold with a customized shape through a variant of an additive manufacturing 
process that in the literature has been proposed by different names such as low temperature 
manufacturing (LTM), liquid frozen deposition manufacturing, cryogenic prototyping and rapid 
freeze prototyping [5]. This process can be successfully carried out by controlling a set of 
parameters that includes the role of the viscosity of the starting hydrogel solution and the effect 
of temperature and speed on the success of frozen deposition [6]. 
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The LTM system here discussed constitutes the evolution of a first prototype presented in 
the past and allows improved features and performances (precision, print speed, work envelope) 
through two fundamental design choices: firstly, the adoption of a thermal chamber to control 
humidity and temperature of the work envelope; secondly, the use of a XY-stage actuated by 
high precision linear motors of reduced dimensions. As a consequence, linear motors operation 
at low temperature (-15°C) constitutes a technological challenge because of the temperature 
influence on the electromagnetic phenomena underlying linear motor working principle. In fact, 
such temperature makes the behaviour of the system substantially different from what occurs 
at environmental conditions and requires a complete overhaul of the control system. 

2 LINEAR ELECTROMAGNETIC MOTOR MODEL 

2.1 Stator permanent magnet 
Inside the several existing kinds of permanent magnets, rare earth magnets which are the 

strongest ones produced from alloys of rare earth elements. Two principal types, samarium-
cobalt and neodymium magnets, found the largest number of industrial applications and the 
latter has been used for the model here illustrated, as Neodymium magnets (NdFeB, NIB or 
Neo) which are made from an alloy of neodymium, iron and boron are the most widely used. 
The model is, in particular, composed by two lines of 15 blocks (15x8x20mm). To calculate 
the value of the B field on the symmetry axis of an axially magnetized block magnet the 
approach proposed by [7] has been followed: 

𝐵𝐵 =  𝐵𝐵𝑟𝑟
𝜋𝜋 [tan−1 ( 𝐿𝐿𝐿𝐿

2𝑧𝑧 √4𝑧𝑧2 + 𝐿𝐿2 + 𝐿𝐿2
) − tan−1 ( 𝐿𝐿𝐿𝐿

2(𝐷𝐷 +  𝑧𝑧) √4(𝐷𝐷 + 𝑧𝑧)2 + 𝐿𝐿2 + 𝐿𝐿2
)] 

(1) 

where Br is the remanence field, independent from the magnet geometry, z is the distance from 
a pole face on the symmetry axis, L, W, and D are the length, the width and the height of the 
block, as shown in figure 1. 

 
Figure 1: Permanent magnet block 

2.2 Slider 
The motor slider is composed by 3 solenoids. Each solenoid is independent from the others 

and they are represented by the same circuit but with a different way of voltage source. In order 
to calculate the force necessary to move the slider, it is necessary to calculate the magnetic field 
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created by each solenoid. As a first approximation, this can be done using the Biot-Savart law 
and assuming that this value does not change moving far to the axis and near to the coil [8]: 

𝐵𝐵(𝑟𝑟) = 𝜇𝜇0𝑖𝑖
4𝜋𝜋 ∫𝑑𝑑𝑙𝑙 ∧ 𝑟𝑟′⃗⃗⃗

|𝑟𝑟′|3  
(1) 

 

(2) 

 

In the equation above, 𝑙𝑙 and 𝑟𝑟′⃗⃗⃗ are the line segment and distance vector from the viewpoint 
of the source charge as shown in figure 2 and 𝜇𝜇0represents the permeability of the vacuum.  

 
Figure 2: Solenoid magnetic field representation [8] 

2.3 Operation and power supply 
The motor operational mode has been treated according to the model proposed in [7], which 

uses unipolar rectangular impulse of direct current to power supply the system. 
The change of the amplitude is evaluated by the current factor: 

𝑦𝑦 = 𝐼𝐼
𝐼𝐼𝑚𝑚

 (3) 

The duration of the current impulse is characterized by the power supply current impulse 
duration factor: 

𝛽𝛽 =
𝑡𝑡𝑖𝑖𝑚𝑚𝑖𝑖
𝑇𝑇 = 𝑡𝑡𝑖𝑖𝑚𝑚𝑖𝑖 ∙ 𝑓𝑓𝑖𝑖𝑚𝑚𝑖𝑖 (4) 

Among the various possible control approaches, as a first step to simulate the effect of the 
temperature on the motor operation, the well-known six-step commutation has been adopted, 
following the implementation presented in [9].  

Such an approach, beside its relative simplicity, has the inherent advantage of being based 
on a current control loop, so that the effect of the temperature in the copper can be directly 
evaluated in terms of current variation. The solution is based on powering the motor three-
phases with three current square waves with a phase displacement of 120 degrees among each 
other, as illustrated in figure 3. Each phase can be set at three different states, fully positive, 
fully negative and zero. 
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Figure 3: Six-step commutation concept 

3 OPEN MODELICA MODEL 

3.1 Stator 
The stator of the motor is built up by permanent magnets alternated between each tooth, so 

in OpenModelica is inserted the value of the magnetic field created by the magnets along the 
axis x, positive or negative, depending on the teeth, that appears as a constant in the model of 
the translational emf. To introduce the positive value and the negative value of the permanent 
magnet, the circuit has been duplicated: the positive value of the magnet is set as the constant 
of the electromechanical force of the positive pulse current while the negative value is set on 
the other side. Then, when each pulse works, it produces an acceleration on the same direction 
directly related to the value of the pulse, and it results easy to be controlled. 

 
Figure 4: Stator with pulse divided 

3.2 Slider 
The representation of the slider is obtained by combining three solenoids, represented by 3 

equal R-L circuits isolated. Each solenoid produces a force and the three forces are joined and 
applied to the mass. Along the time, the inductor force is not constant, as it depends on the 
displacement of the motor following a sinusoidal law, then, with the objective to improve the 
accuracy of our model a variable inductor has been introduced. 
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Figure 5: Solenoid with variable inductor (left) and the model of variable inductor (right) 

3.3 Friction 
The friction model proposed in [10] consists of two components which take account of two 

different physical phenomena: the friction force under microscopic motion and the frictional 
effects related to velocity. The first one has been modeled as a non-linear spring whose behavior 
has been obtained from the results of low frequency harmonic motion tests, while the second 
one has been implemented through the non-linear relationship represented by the classical 
Stribeck curve experimentally measured at different speed. 

The overall frictional effect is then approximated by the following relationship: 

𝑓𝑓𝑣𝑣(𝑣𝑣) = {𝑓𝑓𝑠𝑠(𝑥𝑥) + 𝐶𝐶𝑡𝑡1𝑣𝑣𝛼𝛼𝑒𝑒𝑥𝑥𝑒𝑒 (−(𝑣𝑣 𝑣𝑣𝑎𝑎⁄ )𝛽𝛽)} 𝑠𝑠𝑠𝑠𝑠𝑠(𝑣𝑣) + 𝐶𝐶𝑡𝑡2𝑣𝑣𝑟𝑟  (5) 

where fs(x) is friction force for the non-linear spring characteristics which is a function only 
of displacement. When, as in the present case, movements are in the order of millimeters, fs(x) 
is of the same order of magnitude of the Coloumb friction force. The Open Modelica model of 
fv(v) is illustrated in figure  6. 
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Figure 6: Model of fv(v) 

         
Figure 7: Friction forces depending on position (left) and velocity (right) 

3.4 Controller 
The controller created to implement the six-step commutation described above at the higher 

level uses two input signals (one designated to the reference position of the motor and the other 
coming from the position sensor) and one output, which define the current to power supply 
motor windings. At a lower level, this has been implemented through two separate blocks: the 
first calculate the feedback as the difference between the position reference and the position 
measured by sensor, and the second uses this value in a purely proportional control.  

A further complication is given by the need to stop the functioning of the motor before it 
arrives to the target, taking in account that, when the current stops, the inductor introduces a 
certain delay, because the residual generates a not negligible amount of force. This current will 
depend on the reference position setpoint, so this has been considered in advance by creating a 
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model that depending on the reference position produce a signal that represents the distance to 
the position setpoint where the motor must stop. 

       
 

Figure 8: Model of the first (left) and second (right) blocks of control 

 
 

Figure 9: Controller implementation in the complete system 

4 SIMULATIONS ON VARYING THE TEMPERATURE 

4.1 Temperature effects 
Finally, simulations are executed to test the motor behavior at different temperatures. The 

results illustrated in the next paragraphs show the differences between the two main reference 
scenarios of standard environmental temperature (20° C) and the printer operating temperature 
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(-15° C).  The effect of the temperature on the system dynamic depends on two main 
phenomena: a reduction of electrical resistance in the copper, which is in the order of -14%, 
and an increasing of the residual flux density and intrinsic coercive field intensity generated by 
the motor permanent magnet. Both the effects contribute to increase the magnetic fields and 
hence the force exchanged between stator and slider. 

4.2 Position 
In the reference scenario adopted, it is possible to observe that the positioning is affected by 

an error of 0.5 mm. The absolute value of this error, at this stage of development of the 
simulator, should not be considered significative. It is instead relevant its percentage value, 
close to 5% of the position set point. 

             
Figure 10: Position transient at 20° C (left) and -15° C (right) 

4.3 Speed 
On decreasing the temperature, it is possible to observe that the speed increases of about 3%, 

as well as the speed produced by the current pulse when the motor stops. 
 

                  
Figure 11: Speed transient at 20° C (left) and -15° C (right) 

5 CONCLUSIONS 
A model of a linear motor that represents the functioning at low temperature has been 

implemented in Open Modelica environment. Such a model has been used to a positioning task 
at the operating temperature of -15° C. It reproduces with great accuracy the functioning of the 
stage subsystem and the consequent behavior of the machine, taking into account the influence 
of the temperature on the solenoid intensity, the voltage, the exerted forces, the velocity and the 
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position, which shows an error related to the low temperature effect in the order of 5%. The 
results obtained confirm that, at the temperatures considered, the motor positioning error is 
significant and undermines the correct operation of the controller. On the basis of the values 
found, the correct control system is currently under development.  
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Università di Pavia

via Ferrata 5, 27100, Pavia, Italy
email: hermes.giberti@unipv.it

Key words: Serial Manipulator, Simulation, Multi-Direction 3D Printing, FDM

Abstract. The need to investigate new solutions and novel 3D building strategies not only
requires the development of new slicing algorithms and the exploitation of machines with more
than 3 Dofs, but also a safe and reliable test-bench to optimize all the phases of the process. The
following article describes the assessment by simulation of suitable control architectures for the
realization of a Fused Deposition Modeling printer based on a 6 Dofs serial manipulator. The
focus is put on the obtained position and speed profiles for unidirectional and multi-directional
3D printing to determine the week points associated with each control strategy.

1 Introduction

Additive Manufacturing (AM), in the last decades, has aroused great interest among people
and researchers thanks to its flexibility and versatility, making it the most widespread solu-
tion for prototyping and one-off production. One of the advantages of AM is that it can build
complex shapes that with Subtractive Manufacturing would not have been feasible. AM tech-
nologies, on the other hand, are a direct evolution of subtractive ones and this can be seen from
the exploitation of the same machines, but also of the same machining strategy (layer based
approach). This represents a constraint to the potentiality of AM to build 3D object in three
dimensional space (multi-directional printing) and not just an approximation by 2D features
(unidirectional printing). Therefore, new solutions and novel building strategies are being re-
searched (examples can be found in [1],[2],[3]). Industrial robots have been used to this end.
Integration is required to perform 3D printing task, from the outline of the working cell to the
definition of the control strategy. The flexibility given by systems with more than 3 Degrees
of Freedom (Dofs) increases the complexity of the design of the working cell, of the tool and
of the trajectories that prevent the collision with the piece ([4] shows this by adopting service
robots instead). Simulation is a safe and indispensable tool to carry out this task.

1
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In [5], the authors report their experience with an analogous machine focusing on a visual
feedback of the material deposition in the off-line environment. [6] highlights issues arising
when the printing process does not reflect the one prescribed, especially related to the machine
itself. The authors of [7], [8] and [9] describe their involvement with conventional and multi-
directional printing with industrial robots. [10] is an example of three dimensional tool-path
generation.
In this context, the following article describes the assessment of suitable control architectures
for the realization of a Fused Deposition Modeling (FDM) printer based on a 6 Dofs industrial
serial manipulator. Off-line programming (using the software released by the manufacturer for
better compliance with the physical robot system) is preferred to validate the robot behavior in
order to avoid wastes and damage to the machine. One additional advantage of the simulation
is the possibility to easily exchange virtual subsystem with the real ones to asses them individ-
ually.
For each identified control strategy, that easily integrate the extruder with the robotic system, the
results obtained are shown for paths generated for conventional as well as for multi-directional
printing. The focus is put on the obtained position and speed profiles, two of the several aspects
that yield a minimization of the error between designed and manufactured object, but strictly
concern the robotic system in itself. Simulation results are then compared to the acquisitions on
the physical system.
The following article recalls in Section 2 a core aspect of the AM technology here addressed,
that is extrusion flow rate; in Section 3, path planning is deepened to highlight the robotic
system requirements and constraints; the extrusion subsystems and robot are then briefly intro-
duced as well as its virtual counterpart (Section 4). In the following section, the different control
strategies are discussed and simulated (Section 5-6). In Section 7, the results are summarized.

2 Extrusion flow rate

FDM technology can be described as the controlled deposition of molten material on a sub-
strate. In order to determine how much filament needs to be forward through the nozzle, it’s
important to understand how the extruded material will be added to the existing substrate. The
nozzle will be spaced of a quantity h from the interested surface and some material will be
squirted out taking on a certain shape, usually approximated by a rounded rectangle (see Fig.1
where the convention used to determine the transferred section are indicated). This shape can
be deterministically obtained (under the assumption that w is smaller than the surface curvature)
by solving equation (1) that represents the relationship among the volumetric flow rates at the
filament, nozzle and substrate.

AwireVrobot =
πd2

n
4

Vextrusion =
πd2

f

4
Vf eed (1)

The extruded material could be not only constrained frontally, but also on one or both sides.
The distance between two adjacent wires is a parameter used moreover to control the density of
the build.

2
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Figure 1: Material deposition. Nomenclature: nozzle diameter (dn), layer height (h), width (w)
and hatch distance (ha)

Thus, a FDM system has to guarantee the designed robot-filament speed ratio as well as the
relative positioning.

3 Path planning

In the previous section, some tool path constrains have been derived related to the process
itself. An additional requirement, self-explanatory but not trivial, is that the resulting trajectory
reconstructs the 3D CAD model the operator needs to build, not only under a geometrical, but
also mechanical point of view. The trace that the TCP (Tool Center Point) has to follow can be
determined in several ways.
Conventional 3D printing strategies only require to evaluate the position of the nozzle outlet,
approximated as a point, in R3. Available software return the intersection (contours) of the
mesh (stored in the STL file) with planes parallel to the printing bed (transformation to R2)
accounting for the infill or the need for support material.
In the case of multi-direction building strategy, this approach undergoes some modification to
compute the generic plane-plane intersection or the recognition of unidirectional blocks to re-
cycle the standard algorithms. Fig.2 shows a robot arm during the building process of a circular
rib on a cylindrical surface.
A third approach takes advantage of functions that map a complete 3D problem (thus including

Figure 2: Circular rib Figure 3: Multi-direction printing by slicing after a R3 → R2 map

the orientation) to a mono-directional one in order to use commercial slicing software before
reverting to the initial space ([11]). In Fig.3 an example is reported where geometrical consid-
eration (A) are used to determine the dimension of the CAD model that later undergoes slicing
(B). The tool path is mapped in the required domain and without loss of information (C).

3
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4 Physical and offline systems

Figure 4: Real system vs
virtual twin (RT ToolBox3)

Figure 5: Extru-
sion system

Figure 6: Virtual robot - Real Extruder: the
PWM is read by means of an oscilloscope

The overall machine is constituted by two subsystems, an industrial 6 DoFs robot (Mitsubishi
RV-2F-Q, Fig.4) with its control unit and a commercial FDM extruder controlled by means of an
Arduino Mega with Ethernet connection and custom made firmware (Fig.5). The robot moves
and orients the nozzle to comply with the requirements introduced heretofore.
The extruder accepts instructions to set the heat block temperature and the motor/fan speeds
and to inquire the current temperature. The firmware is coded to be able to comply any new
instruction as soon as it is read and processed.
The robot is replicated in the manufacturer software (RT Tool-Box3) that offers offline all the
functionalities that the real system posses (the one that are going to be extensively used are
TCP/IP communication, motion planner and oscillograph) because when recreating the digital
twin it is not only important to match the mechanical aspects, but especially those concerning
movements and communication.
Here the possible combination between physical and simulated systems are listed pointing out
some remarks. The dissertation will afterwards vert solely on the robot.

• Virtual robot - Virtual Extruder: Consider each system on its own. Used solely during the
early stage of the assessment of the robotic system. The offline extruder requires a code
capable of reproducing the reading and the generation of the output signals (pulse-width
modulation, PWM, of the stepper motor driver and of the MOSFET).

• Real robot - Virtual Extruder: This case could be used when the robot is reading the G-
code and mastering the extruder. It’s advised during the first robot tests to avoid that the
heated element fortuitously collides with any object present in the cell.

• Virtual robot - Real Extruder: This combination can be used to validate the extrusion
system during the print while keeping it still (see Fig.6).

• Real robot - Real Extruder: the system is printing.

4
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5 Control architectures

Industrial robots offer several means to communicate with the external world: I/O modules,
serial and Ethernet ports. It has been decided for the two subsystems to talk via Ethernet to
simplify future addition of devices in the network. Thus, a LAN is designed with the robot as
server and the extruder as client (with the possibility to be converted into a server).
Two possible scenarios therefore arise. The first (DL, Data Link) sees the robotic system as any
CNC machine, to which is feed a series of target positions leaving the motion law assignment
to the built-in functions. The second (RT, Real Time) relies on real-time protocols to master the
actual motion profile, therefore it should make sure that the synchronization of the extruder to
the TCP speed is obtained as designed.
Both solutions requires an extra device (although the DL case might be adjusted to read a G-
code file on the hard disk of the controller) able to guarantee the time interval between two
instructions (down to milliseconds) and to process the trajectory. Therefore, a PC is set up to
belong to the LAN. On the computer side all the planning is performed ahead (using MATLAB)
and, once checked and post-processed, the data is send to the robot controller where the control
loops are closed.
In order to mimic these configurations offline, the only alterations required concern the LAN
setup. The IP addresses identifying the robot ad the computer become one, that is, since all
the talking has to happen internally to the PC, 127.0.0.1 (i.e. localhost). The communication is
finally established by indicating the port, in both software, according to the scenario selected.
This resolves into the following cases.

(a) Data link (b) Real time

Figure 7: Off-line control scenario: data link and real time

5.1 Data Link

The data returned by the slicer (G-code) is post-processed and send over Ethernet with
TCP/IP protocol. The data packet is constituted by the X-Y-Z coordinates followed by the
A-B-C to impose the orientation of the tool and the commanded velocity (feed).
In MATLAB the communication is opened using the function tcpip(IP,port) (tcpip(’127.0.0.1’,
10007);) and by setting the terminator and the timeout. Analogously, the extruder could be

5
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included in the simulation.
In RT ToolBox3, the IP, Mode, Protocol and Packet type parameters need to be customized to
match the ones demanded by the network.

5.2 Real Time

The robot controller can retrieve the reference position at real-time (in cycle units of 7.11
[ms]) and execute it. To operate in this mode, it is required the adoption of a specific UDP
packet, determined by manufacturer. The size of the data package is fixed to 196 byte, either
for monitoring or instructing and ordering method is little-endian.
In this configuration an executable (.exe, written in c++) is used to generate the data packet
according to the prescribed structure and to deal with the transmission and reception of the
information. The trajectory, sampled every 7.11[ms] and stored in a text file (although it could
be streamed via localhost as well), is read one line at a time at every cycle.
In RT ToolBox3, the default port for real time is the 10000, so only the network IP has to be set.

6 Simulation

In this section, the simulation conducted are going to be deepened for both a unidirectional
case as well for a multi-direction build. The DL is configured to transit from one instruction to
the other using a 1[mm] radius circumference.

(a) Unidirectional trajectory (b) Multi-directional trajectory

Figure 8: Representation of the test cases trajectories

6.1 Unidirectional printing (in R2 )

To simulate the behavior of the AM machine with this particular built philosophy, a simple
two layer square is chosen (see Fig.8(a)) with 35.16 [mm/s] feed.
In Fig.9(a), it’s possible to see a corner using the DL approach; in Fig.9(b), the same feature, but
with the RT strategy. What can be noticed is that even RT give rise to a smooth corner despite
the fact that was not instructed, thus a motion planner is still applied to the data via UDP. In
both cases a positioning error is present.
In Fig.9(c) and 9(d), the respective speed module profiles (evaluated along the path), obtained by
numerical derivation can be seen. The DL shows less bounded fluctuation (±1[mm/s]) around
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the feed then the RT, although it tends to approach zero speed during the path more markedly.

(a) DL: position detail (b) RT: position detail

(c) DL: speed (d) RT: speed

Figure 9: Unidirectional printing simulation: DL vs RT

6.2 Multi-directional printing (in R3 )

The trajectory, that can be seen in Fig.8(b), has to be followed at 15 [mm/s]. The path is
obtained by slicing an hexagon by a cylindrical surface (2nd approach of the section on path
planning).

6.2.1 Real Time case

For the RT case, the motion law is designed offline by means of a look-ahead algorithm and
discretized with a 7.11 [ms] interval. The robot is moved imposing the reference at the TCP.
In Fig.10(a) the position is depicted while in Fig.10(b) the positioning errors (only the rota-
tion around the X-axis (A) are shown since the cylindrical surface is oriented in that direction,
therefore any normal vector on the surface will intersect the X-axis). In Fig.10(c)-10(d), the
speed profile simulated is superimposed to the theoretical one and the error profiles are shown,
as previously the robot controller performed a smoothing operation on the commanded points.
Running the RT example on the real system, outputted similar results to the one simulated, but
with the introduction of terms unmanageable by the simulator, strictly related to the physical
system considered (Fig.11).

7
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(a) Simulated curve (b) Coordinates error

(c) XYZ resulting speed (d) Speed error

Figure 10: RT: simulation

(a) XYZ resulting speed (b) ABC speed

Figure 11: RT: real

6.2.2 Data Link case

Fig.12(a)-12(b) report the speed for the simulation of this typology. What can be inferred is
that the system is not capable of guaranteeing the feed speed during the build on the cylinder
giving the sampling distance chosen. One possible solution could be to let the system know
more than one point at a time, therefore developing a more sophisticated mean to synchronize
the speeds. An other possible fix could be to use the simulation itself to predict the correct
extrusion speed. At the end in Fig.12(c), it possible to inspect the deviation from the one
desired.
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(a) XYZ resulting speed (b) ABC resulting speed

(c) Simulated curve (d) Trajectory commands vs
simulation

Figure 12: DL: simulation

6.2.3 Comparison

In Fig.12(d), the difference among the theoretical curve, the one evaluated with the look
ahead algorithm and the results of the simulations is portrayed. A corner is enlarged because
it’s the most delicate situation since it has to be assured that the robot arm moves smoothly
without under or over extrusion. The DL method is less affected by speed fluctuations when
performing unidirectional printing. The RT is able to follow more closely the speed profile
designed along the path while reorienting the tool.

7 Conclusions

This paper describes the assessment of two control strategy for a 6 Dofs robotic arm equipped
to become a FDM printer. A LAN is created to connect the robot, the extruder and in case a PC
that enables to master the system using real time control or via Ethernet communication.
Off-line programming is chosen to inquire the robot behavior in order to avoid wastes or damage
to the machine. The simulation accounts for the dynamic behavior of the robot as well as for
the communication with the external world.
Obtained position and speed profiles are used to spot strengths and weaknesses of each method,
having identified them as principle factors, on the robot side, that affect the final result. From
the results reported, it’s possible to comprehend how spacial and time discretization affects the
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speed profile and how the DL method could be preferred over the RT in the case of unidirectional
print and vice versa.
The implementation of an hybrid solution might lead to an optimal result and moreover it will
require to instruct less points during the execution of straight lines, that fall into the DL category,
than a pure Real Time control strategy.
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Abstract. In this paper, we present a generative design optimization (GDO) approach for ad-
ditive manufacturing (AM) by using topology optimization, support vector machines, cellular
lattice structures (CLS), design of experiments, morphing and metamodel-based design opti-
mization. By starting from appropriate design domains, a trade-off curve of design concepts is
generated by SIMP-based topology optimization (TO). Then, a smooth implicit representation
of the TO-solution is established by classifying the discrete density values using soft non-linear
support vector machines (SVM). Instead of using the standard soft non-linear SVM of Cortez
and Vapnik, we classify the TO solutions by using the 1-norm SVM of Mangasarian. In such
manner, the classification is obtained by linear programming instead of quadratic programming.
The implicit SVM-model is further modified by incorporating cellular lattice structures, such
as e.g. Gyroid lattice structures, by applying boolean operators. Design of experiments using
finite element analysis are then set up by morphing the CLS-modified SVM models for different
volume fractions. Finally, metamodel-based design optimization is performed by using optimal
ensembles of polynomial regression models, Kriging, radial basis function networks, polyno-
mial chaos expansion and support vector regression. The steps presented above constitute our
proposed generative design optimization approach for additive manufacturing and are presented
in more detail in the paper.

1 INTRODUCTION

Today, topology optimization is a standard tool in product development [1]. In particular, the
problem of minimization of compliance for a prescribed volume fraction is most established.
But still the transfer of the optimal solution of element densities to a CAD geometry might be
time consuming. In this work, we propose an automatic postprocessing approach of topology
optimization solutions by letting support vector machines classify the TO solutions of elements
with no density and density of ones. In Figure 1, the workflow of the proposed approach is
demonstrated by automatically generating a stl-file of graded Schwarz-D lattice structure start-
ing from a SIMP-based TO solution of a design domain subjected to prescribed boundary condi-
tions. The topic of this paper is to present the key ideas of the proposed 1-norm SVM-based TO
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postprocessing approach and discuss how this can be used to set up metamodel-based design
optimization of TO-based concepts.

The soft non-linear support vector machine introduced by Cortes and Vapnik [2] defines a
paradigm shift in machine learning and the paper has been cited more than 15000 times. By
adopting the kernel trick and the soft penalization, we are able to classify non-linear separa-
ble data including misclassified data points. In this paper, we classify three-dimensional TO
solutions by applying the 1-norm SVM suggested by Mangasarian [5, 6]. In such manner, the
support vectors defining the separating boundary of material (element densities with values of
ones) and no material (element densities with values of zeros) are obtained by linear program-
ming (LP). The main difference of the two SVM approaches is that the Euclidean norm used to
measure the distance to the support vectors in the original formulation is switched to the taxicab
norm in Mangasarian’s formulation. In such manner, the SVM-based boundary is obtained by
solving a LP-problem instead of a QP-problem.

Figure 1: A 3D-printed component from a stl-file of graded Schwarz-D lattice structures generated automatically
by the proposed SVM-based postprocessing approach.

In this paper, the TO solutions are obtained by solving the hyperoptimal formulation sug-
gested in Strömberg [7]. Instead of minimizing the compliance c subjected to a constraint on
the material volume V , the product cV η is minimized for η > 0. This new compliance-volume
product is minimized for linear elastic structures by using the established SIMP (Solid Isotropic
Material with Penalization) model suggested by Bendsøe [9], see also Zhou and Rozvany [10]
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who independently developed and implemented the SIMP model. The concept of hyperoptimal-
ity was introduced by Rozvany et al. [11]. The approach has also been explored in the field of
evolutionary structural optimization (ESO). For instance, Tanskanen [12] performed a theoreti-
cal study on this topic and Edwards et al. [13] compared ESO and SIMP by using this objective.
For readers not familiar with topology optimization we suggest the well-known textbook by
Bendsøe and Sigmund [14].

The outline of the paper is the following: in the next section the SIMP-based hyperoptimality
TO formulation is reviewed, in section 3 the 1-norm SVM-based TO postprocessing approach
is presented, then the proposed postprocessing approach is demonstrated by generating stl-files
of three-dimensional benchmarks and, finally, some concluding remarks are given.

x2

x1

Support vectors

yi =−1
ρe = 0 (no material)

ρe = 1 (material)

SVM-based
boundary

yi = 1

Figure 2: The basic idea of the proposed SVM-based postprocessing approach.

2 The HYPEROPTIMALITY FORMULATION

Let us consider a linear elastic design domain which is parameterized by using the SIMP
technique, i.e. each finite element is provided with a density variable ρe and the global stiffness
of the design domain is given by

K = K(ρ) = ∏
e

ρn
eke, (1)

where ∏ is an assembly operator and the vector ρ contains density variables ε ≤ ρe ≤ 1, where
ε is a small positive number representing zero density in order to avoid difficulties with singular
stiffness matrices. The value ρe = 1 represents of course a completely filled element with
material and ρe = ε represents no material.

The total volume of the design V =V (ρ) is obtained as

V = ∑
e

ρeVe, (2)

3

132



N. Strömberg

where Ve represents the volume of element e. The compliance is defined by

c = FT d, (3)

where F represents the external forces and d is the displacement vector. For a given density
distribution ρ̂, the state of the system d = {dA} is obtained by solving K(ρ̂)d = F.

For the state problem presented above, we consider now the following optimization problem:
⎧
⎪⎨
⎪⎩

min
(ρ,x)

cV η

s.t.
�

Kd = F,
ε ≤ ρ ≤ 1,

(4)

where ε = {ε, . . . ,ε}T , 1 = {1, . . . ,1}T and η > 0 is a new design parameter introduced to be
able to define different products of the compliance and the volume. In Strömberg [7], trade-off
curves between compliance and volume were generated by changing the value of this design
parameter.

The optimization problem in (4) is solved by sequential LP by using a nested approach such
that problem is solved in the density variables only, i.e. d = d(ρ) = K−1F. Thus, we consider

�
min

ρ
f = f (ρ) = FT d(ρ)V (ρ)η

s.t. ε ≤ ρ ≤ 1.
(5)

By using

ξe =
∂c
∂ρe

=−dT ∂K
∂ρe

d, (6)

where
∂K
∂ρe

= nρn−1
e ke, (7)

the sensitivity of the objective in (5) becomes

se =
∂ f
∂ρe

= ξeV η +FT dηV (η−1)Ve. (8)

Sigmund’s filter [15] is also applied when the sensitivities are calculated in order to avoid
well-known difficulties of mesh-sensitivity and checkerboards. Instead of applying this filter
on the ultimate sensitivities se, we have found it more efficient to only filter ξe. This done by
applying the following formula:

ξ̂e =
nel

∑
f=1

δ f ρ f ξ f

�
ρe

nel

∑
f=1

δ f , (9)

where
δ f = (rmin −dist(e, f ))+ . (10)
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Figure 3: The cubic benchmark. The shaded geometry to the right is the optimal SVM-boundary in (22) of the
SIMP-based TO solution shown at the lower left. The design domain with boundary conditions is shown at the
upper left.

In this latter relationship, dist(e, f ) denotes the distance between the centers of element e and
f , and rmin is the filter radius. Thus, the sensitivity in (8) is modified to read

ŝe = ξ̂eV η +FT dηV (η−1)Ve. (11)

All ŝe are collected in the column vector ŝ.
Finally, by using ŝ to linearize (5) according to the procedure discussed above, we obtain the

following LP-problem at an iteration point ρ = ρ̂:
�

min
ρ

ŝT ρ

s.t. ρ̂+ρl ≤ ρ ≤ ρ̂+ρu,
(12)

where ρl and rhou define lower and upper move limits, respectively.
The separable constraints in (12) imply that the objective can be minimized separately for

each element density. Thus, the problem in (12) is solved easily by the following scheme:

ρe =

⎧⎨
⎩

ρ̂e +ρl
e if ŝe > 0,

ρ̂e +ρu
e if ŝe < 0,

ρ̂e otherwise.
(13)

This scheme was suggested and utilized in Strömberg [7] to solve three-dimensional TO prob-
lems with contact conditions and manufacturing constraints. In a recent paper [8], topology
optimization of orthotropic elastic bodies in unilateral contact with mortar conditions was stud-
ied.

3 THE SUPPORT VECTOR MACHINE APPROACH

For a SIMP-based topology optimization formulation as presented in the previous section,
each element e is equipped with a center point xe and a density value ρe, where ρe = 0 (or a
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Figure 4: Michell’s benchmark. The shaded geometry at the bottom is the optimal SVM-boundary in (22) of the
SIMP-based TO solution shown at the upper right. The design domain with boundary conditions is shown at the
upper left.

small number ε in order to avoid singularities) means no material in the element and ρe = 1
corresponds to a filled element. Thus, for an optimal solution we can identify one set of points
xe with density values ρe = 0 and another set with density values ρe = 1. By adopting the idea
of support vector machines we can classify the data (xe,ρe) for all elements e of the design
domain into these two sets by finding a separating hypersurface that maximizes the distance
from this boundary to the closest point of each set, see Figure 2. These points are called the
support vectors and will uniquely define the separating boundary between no material and filled
regions. By utilizing the kernel trick we can do this for non-linear separable sets and by adding
a penalty term to the objective function we can also handle misclassified points efficiently.

Thus, let us consider N sampling points xi, which take values yi = 1 or yi =−1. In this work,
we let the sampling points be the center points of the elements xi = xe as discussed above, yi = 1
corresponds to ρe = 1 and we set yi = −1 for ρe = ε. Furthermore, we assume that it exists a
hyperplane

w ·x+b = 0, (14)

which separate these sampling points into two subsets; one that only takes values yi = 1 (mate-
rial) and the other one with values yi =−1 (no material). This is shown in Figure 2.

The hyperplane in (14) can be established by the soft SVM suggested by Cortez and Vap-
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nik [2] reading ⎧⎪⎪⎪⎨
⎪⎪⎪⎩

min
(w,b,v)

1
2
�w�2 +C

N

∑
i=1

vi

s.t.
�

1− vi − yi(w ·xi+b)≤ 0, i = 1, . . .N,
vi ≥ 0, i = 1, . . .N.

(15)

By applying the kernel trick using an appropriate kernel k(x,y) like e.g. the Gaussian kernel,
which is used in this paper, we can derive the following dual formulation of the soft non-linear
SVM from the Karush-Kuhn-Tucker (KKT) conditions:⎧

⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

min
λλλ

1
2

N

∑
i=1

N

∑
j=1

λiλ jyiy jk(xi,x j)−
N

∑
i=1

λi

s.t.

⎧⎪⎨
⎪⎩

N

∑
i=1

λiyi = 0,

0 ≤ λi ≤C, i = 1, . . . ,N.

(16)

This QP problem was derived from the KKT-conditions and solved in Strömberg [3] by using se-
quential minimal optimization [4] for two-dimensional SIMP-based TO solutions. By applying
the kernel trick, the hyperplane in (14) was of course modified to the following corresponding
hypersurface:

N

∑
i=1

λiyik(x,xi)+b = 0. (17)

Thus, (17) was the representation of the SVM-based boundaries presented in Strömberg [3].
However, in this paper, we adopt instead the 1-norm SVM suggested by Mangasarian [5, 6] as
presented below in order to postprocess three-dimensional TO solutions.

Instead of using the Euclidean norm in (15), we can use the taxicab norm (1-norm), i.e.⎧⎪⎪⎪⎨
⎪⎪⎪⎩

min
(w,b,v)

N

∑
i=1

|wi|+C
N

∑
i=1

vi

s.t.
�

1− vi − yi(w ·ξ(xi)+b)≤ 0, i = 1, . . .N,
vi ≥ 0, i = 1, . . .N.

(18)

Here, we have also introduced the mapping ξ = ξ(x) from the original space to the feature
space, which we assume is given by

ξi(x) = k(x,xi). (19)

By introducing ui = wi/yi and using (19), (18) can be written as
⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

min
(u,b,v)

N

∑
i=1

|ui|+C
N

∑
i=1

vi

s.t.

⎧
⎪⎨
⎪⎩

1− vi − yi(
N

∑
j=1

y ju jk(xi,x j)+b)≤ 0, i = 1, . . .N,

vi ≥ 0, i = 1, . . .N.

(20)
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Figure 5: Stl-files of grade lattice structures generated by the proposed SVM-based postprocessing approach.
3D-printed components of these stl-files are presented in the next figure.

Furthermore, if we also introduce ui = qi − pi, where qi ≥ 0 and pi ≥ 0, then we obtain the
following LP-problem:

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

min
(q,p,b,v)

N

∑
i=1

qi +
N

∑
i=1

pi +C
N

∑
i=1

vi

s.t.

⎧
⎪⎨
⎪⎩

1− vi − yi(
N

∑
j=1

k(xi,x j)y j(q j − p j)+b)≤ 0, i = 1, . . .N,

qi ≥ 0, pi ≥ 0, vi ≥ 0, i = 1, . . .N.

(21)

This is the 1-norm SVM which is used in the next section to establish SVM-based boundaries
of three-dimensional SIMP-based TO solutions, given by

N

∑
j=1

y ju jk(xi,x j)+b = 0, (22)

and corresponding stl-files by applying marching cubes on these implicit surfaces.

4 NUMERICAL EXAMPLES

The proposed SVM-based postprocessing approach of SIMP-based TO solutions is demon-
strated in this section by considering two three-dimensional benchmarks in different settings.
The approach is implemented in our in-house toolbox TopoBox1 using Matlab and Fortran
(mex-files). All stl-files presented in this work are generated using this implementation with
TopoBox following the workflow presented in Figure 1.

The first example is a cubic design domain, where four corner of one of the square faces are
fixed and one of the opposite edge is subjected to a vertical force at the middle according to

1www.fema.se
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Figure 3. The discretization of the design domain is performed using 18350 linear tetrahedral
elements of equal size. A TO solution is generated after 50 iterations using the algorithm
presented in Section 2, see Figure 3, and this solution is the input to the 1-norm SVM by letting
elements with zero density having category yi = −1 and elements with density one having
yi = 1. The 1-norm SVM problem in (21) is solved using linprog of Matlab and the optimal
solution consists of 282 support vectors. The corresponding optimal SVM-based boundary in
(22) is shown in Figure 3. The volume of the corresponding stl-model is 25.1 percent of the
design volume.

Figure 6: 3D-printing of the two benchmarks with and without graded lattice structures.

The next example is one of Michell’s benchmarks [16]. The design domain is taken to be
a rectangular cuboid using 15565 linear tetrahedral elements. The bottom rectangle is fixed at
the corners and a force is applied at the center of this rectangle, see Figure 4. The optimal TO
solution shown in Figure 4 is obtained after 50 iterations. This solution is again categorized
according to the principle shown in Figure 2. The 1-norm SVM problem in (21) is solved and
the solution contains of 130 support vectors. The corresponding SVM-based boundary in (22)
is shown in Figure 4. The volume of the corresponding stl-model is 23.7 percent of the design
volume.

In conclusion, our discrete optimal SIMP-based TO solutions are now represented by smooth
support vector machines. Notice that our SVM-based postprocessing approach applied on

9
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coarse discrete TO solutions generates continuous smooth representations of the optimal ge-
ometries automatically. This is of course most preferable from a computational point of view.
In addition, the SVM in (22) is extremely fast since it is completely defined by the support
vectors (summation in (22) is only needed for the support vectors, i.e. over index i satisfying
ui �= 0) and one additional bias. Thus, we can now start to operate quickly on these surfaces
in different manners. Our specific goal is to have a powerful tool that automatically generates
stl-files for additive manufacturing. In Figure 5, this is demonstrated by using our two SVMs
established above to generate stl-files with graded Schwarz-D lattice structures automatically.
Here, the grading is performed at the supports and the loads, see Figure 5. Thus, the volume of
the two optimal design are reduced even further. The volume of the optimal design of the block
with graded lattice is now 13.4 percent of the original design domain, and the volume of the
Michell structure with graded lattice structure is 14.4 percent of the design domain. Figure 6
shows the corresponding 3D-printed components of the generated stl-files for these two bench-
marks with and without graded lattice structures2. A recent paper on graded lattice structures
was presented by Panesar et al. [17].

Next, we can set up design of experiments by morphing the SVM-based representation of the
TO-concepts. In such manner, detailed design optimization of the TO-concepts by using meta-
models can be applied. This is illustrated in Figure 7. More details concerning the morphing
and metamodelling of the TO-based concepts can be found in [18]. Some other recent papers
on metamodel-based design optimization are given by Strömberg in [19, 20].

Figure 7: The generative design approach for additive manufacturing.

2A link to these stl-files can be obtained by sending an e-mail to the author.
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5 CONCLUSIONS

In this paper a new SVM-based approach for automatic postprocessing of SIMP-based TO
solutions is presented. By using the SVM-based representation, the TO-based concepts can
be modified by morphing and adding lattice structures. Furthermore, design of experiments of
these modifications can easily be set up and detailed design optimization by using metamodel
can be applied. These steps constitute our proposed generative design optimization approach,
see Figure 7.

REFERENCES

[1] J.-H. Zhu, W.-H. Zhang & L. Xia, Topology Optimization in Aircraft and Aerospace Struc-
tures Design, Archives of Computational Methods in Engineering, 23, 595–622, 2016.

[2] C. Cortes & V. Vapnik, Support-Vector Networks, Machine Learning, 20, 273–297, 1995.
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Abstract. Due to its high design freedom and flexibility, Additive Manufacturing is often 
used as an alternative to the conventional manufacturing. In order to be competitive, as many 
advantages of additive manufacturing as possible should be used. Lightweight construction is 
one of the biggest advantages of Additive Manufacturing. However, implementing lightweight 
design for AM requires different product design approaches compared to conventional 
development. 

To achieve the lowest possible part volume combined with a high strength, it is possible to 
optimize the topology. At first, stresses in the part are localized by means of a numerical 
simulation. Subsequently, by comparing them with a reference, high and low-loaded regions 
can be separated. Thus, a targeted volume reduction can be implemented. In order to be able to 
respond to the restrictions of the manufacturing processes, these must be considered before the 
optimization. 

This paper presents a procedure for a production-oriented simulation and topology 
optimization for the SLM process (Selective Laser Melting). An approach to optimizing the 
topology is presented with regard to technical as well as economic aspects. In doing so, methods 
for the quantitative assessment of success factors are used. 

Since various procedural restrictions exist for the SLM process, such as anisotropy or 
thermal distortion, these must be considered before the topology optimization. This is done by 
adjusting the simulation and optimization parameters. Through this adaptation, it is also 
possible to take into account the previous assembly concept and to improve it by an integrated 
design. In order to comply with required tolerances, both a thermal and mechanical post-

142



S.Junk, B.Klerch and U. Hochberg 

 2 

processing is necessary. This in turn must already be considered in the optimization task. 
This approach is illustrated by the optimization of the topology of the pelvis of "Sweaty", 

the humanoid robot. This robot was developed by students and is able to play football. It is a 
participant in the annual RoboCup, where he is currently Vice World Champion. In a previous 
study, three different materials were already evaluated. Among these is a novel high-tech 
material called Scalmalloy, which is used in this case study. It has been developed for the 
aircraft industry and has excellent properties in terms of density and strength. 

Two design variants were developed using topology optimization and iteratively optimized 
by adjusting the parameters. These each have different mounting concepts. Finally, the design 
variants were compared in terms of weight, stiffness and cost to find the best technical and 
economical solution. For this purpose, an economic analysis was carried out to evaluate the 
costs and benefits. This design solution was subsequently validated and manufactured using the 
SLM process. 
 
1 INTRODUCTION 

Additive manufacturing is widely used as an alternative to conventional production, 
especially in single piece and small batch production [2]. It offers many design freedom benefits 
and lightweight options [3]. Precisely because of the lack of complexity costs in additive 
manufacturing, comparatively favorable lightweight structures can be realized. To develop such 
lightweight designs, however, a completely different approach is needed than the conventional 
product design. In doing so, it must be ensured that a quantified decision on the meaningfulness 
of an additive lightweight concept is made by means of industry and potential assessments that 
are as accurate as possible. There are special considerations of cost sensitivity and the accepted 
additional costs for lightweight design [4].  

The above-mentioned additional costs arise in the design of a lightweight component for 
additive manufacturing in that a numerical simulation with a subsequent topology optimization 
should be carried out in order to make optimal use of the potentials. 

In the simulation, this requires accurate data on the corresponding load case as well as 
material properties in order to achieve usable results. Due to the fact that many additive 
processes are still relatively young, little reliable data is available on the processable materials. 
Furthermore, due to the layered material application, additive manufacturing is characterized 
by anisotropic material properties [5]. These must be taken into account both in the material 
data selection and in the implementation in the simulation model. 

In addition, already in the simulation and the topology optimization some restrictions of the 
subsequent manufacturing process must be considered, as they can lead to significant additional 
effort if not observed. 

For this reason, a procedure for a simulation and topology optimization considering additive 
manufacturing was developed (Figure 1) . In addition, a case study will be carried out using the 
example of the humanoid robot "Sweaty" of the University of Applied Sciences Offenburg to 
optimize the component in a high-tech aluminum alloy. 
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2 PROCEDURE 
 To start the process, an ideal shape 

should be designed first [6]. Here it is 
possible to consider individual 
components, as well as assemblies. With 
the help of additive manufacturing, an 
integral design can be realized. This 
results in advantages in terms of 
installation effort and mountability. 
However, a subsequent dismantling and 
replacement is usually no longer 
possible. 

The individual components of an 
assembly are subdivided into functions, 
and then a shape is created that makes it 
possible to fulfill these functions. 

 The next step is to check whether this 
concept is generally additively 
manufacturable. For this purpose, both 
the geometry of the concept and the 
requirements of the tolerances are 
compared to the restrictions of additive 
manufacturing, as well as the post-
processing. In many cases, tolerance is an 
exclusion criterion for additive 
manufacturing. However, it is possible 
both by a mechanical and thermal post-
processing to comply with very tight 
position and dimensional tolerances. 
Especially with joining or bearings, this 
option is often used. 

Then the manufacturing process is 
selected based on material and process 
requirements and their restrictions. It 
should be noted that in most cases in 
additive manufacturing a process-
material combination is selected [7]. This 
happens because of many processes on a 
particular material, or one Material group 
are specialized or limited. By defining 
the manufacturing process, the 
Realizable Shape can be generated. This 
reflects the actual realizable geometry 
and serves as a basis for later simulation Figure 1: Flow Chart Optimization [7] 
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and optimization.  
Once this initial geometry has been determined, economic and sector-specific success factors 

can be used to evaluate different variants. These variants may differ, for example, in terms of 
their installation concept, integral design. In order to make a decision, it is necessary to 
constantly compare these variants with a conventional design. Assessment criteria can be cost, 
weight, rigidity, assembly concept, etc. The weighting of the individual criteria always takes 
place with regard to the respective industry and according to the respective product.  

After the multi-criteria decision analysis, a statement can be made about the advantages of 
an additive lightweight design. This means that such is potentially beneficial and this strategy 
should be pursued. This inspection represents an important function, since the optimization of 
lightweight design can sometimes result in very high additional costs whose use must be 
justified. 

The next step is the FEM simulation. are must be taken here to pay attention to material- and 
process-specific characteristics such as anisotropy or minimum wall thicknesses [8]. The 
geometry should be chosen as large as possible, as the topology optimization algorithm can 
achieve better results. Nevertheless, care should be taken when dimensioning the geometry that 
the function of the component is not restricted and the necessary accessibility is given in certain 
regions. 

In order to achieve reliable results, it is important to know the exact load case and to generate 
the meshing fine enough. When considering the geometry, it must be ensured that the position 
of the later component in the building space of the 3D printer is already known. The layer 
structure gives rise to the anisotropic properties along the z-axis. Thus, these can only be 
considered in the simulation with the exact position. 

After the FEM simulation a topology optimization has to be carried out. Using the 
optimization algorithm, it is possible to adjust the local modulus of elasticity depending on the 
occurring stresses. As a result, a sharp separation can be achieved after a few iterations, through 
which volume reductions can be made. 

Both objective functions and geomertric restrictions are to be chosen for the optimization. 
After the optimization run, the results must always be checked. In order to obtain the best 
possible results, it is often necessary to repeat the process of topology optimization several 
times. In this case, the respective starting situation is influenced by changing, for example, the 
design space or the volume reduction factor.  

In order to validate the results, the simulation plots as well as the respective success factors 
such as weight and deformation energy (representing stiffness) are considered. Then the 
geometry can be exported and prepared for production. 

3 CASE STUDY PELVIS MODULE HUMANOID ROBOT “SWEATY” 
To illustrate the procedure, a case study was conducted on the pelvis module of the humanoid 

robot "Sweaty". 

3.1 Humanoid Robot “Sweaty” 
The humanoid robot "Sweaty" (Figure 2) is a joint project of professors and students of the 

University of Applied Sciences Offenburg. Among other things, this robot is able to play 
football autonomously. In addition, he competes in the annual RoboCup against other humanoid 
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robots from around the world. In this competition, he was able to occupy second place in the 
last two years and is therefore the reigning Vice World Champion [9]. 

Since the individual components must be driven electrically, lightweight design is the main 
focus for the robot. That is why the robot consists largely of aluminum and CFRP.  

 
Figure 2: Robot "Sweaty" 

3.2 Pelvis Module  
The component to be optimized represents the human pelvis. As can be seen in Figure 3, the 

original component consists of four individual parts, which are connected to each other with 
screw connections. Due to the sometimes high dynamic loads, it has already happened in the 
past that screw connections have been untied. For this reason, an at least partially executed 
integral design in addition to lightweight design in the foreground of the redesign. The 
individual parts were all made of a high-strength aluminum conventionally by milling. 

 

 
Figure 3: Pelvis Module 

3.3 Developing a Concept 
For the development of the concept, first of all all functions which the assembly "Pelvis 

module" has to meet have been discussed. Subsequently, the maximum permissible design 
space for the component and areas for joining or bearing surfaces was determined.  

3.4 Feasibility of AM 
In order to check whether the concept is additively manufacturable, a check must first be 

made. In the process, the generally expected tolerances of additive manufacturing and post-
processing are compared with the requirements of the component. This is not about the planning 
in detail, but rather an estimation of whether AM is an option or not. When manufacturing the 
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"Sweaty" pelvis, it is important that the joining surfaces in particular can achieve a sufficient 
tolerance. Due to the relatively rough tolerances in the AM, therefore, a suitable post-processing 
is necessary. Due to the thermal and mechanical reworking by means of annealing and 
machining, it is possible to comply with both the required dimensional and positional 
tolerances. In this review, the machinability and accessibility for post-processing must be 
guaranteed. This concerns above all the clamping of the workpiece as well as the tool 
accessibility. For example, Figure 4 shows a version of the pelvis that could be implemented in 
an integral design. However, the upper bearing seats can not be milled because the overhang is 
too large. Because of this, the plates were removed. 

   

 

 

3.5 Determination of the AM process 
In general, a material-process combination is usually chosen because it is often related in 

additive manufacturing. After a previous selection of materials, in which three different 
materials (aluminum, stainless steel and titanium) were evaluated for their use, the aluminum 
alloy Scalmalloy was selected [10]. This has the advantage that it can have a very low density 
and a comparatively high strength [11]. Since this material can only be processed by the SLM 
process (Selectiv Laser Melting), the process was already determined after the material 
selection. In this step, the position of the component should already be determined in the later 
building space of the machine. This has an influence on the subsequent simulation as well as 
the achievable tolerances and costs. Both the costs and the tolerances are factors that influence 
the decision for or against a lightweight design for additive manufacturing in the next step. 

3.6 Decision Making 
In order to be able to make an evidence-based decision, economic and technical success 

factors should be weighted sector-specifically and then evaluated. In the Sweaty pelvis module, 
as shown in Table 1, the weight and cost criteria were the most important. Other criteria such 
as integral design, rigidity and the assembly concept also have a great influence. It can be seen 
that the additive manufactured variant could achieve more points than the conventional variant. 
For this reason, it should be noted that the costs for the topology optimization and the additional 
costs for additive manufacturing in this case are justified and the potential that is likely to arise 
from this can be used.  

 

Figure 4: Accessibility for post-processing (left: not manufacturable, right:manufacturable) 
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Criteria Weighting AM Conventional 
Manufacturing 

  Rating Value Rating Value 

Costs 25 3 75 9 225 

Integrated 
Design 15 10 150 3 45 

Stiffness 15 9 135  60 

Weight 30 8 240 5 150 

Assembly 15 7 105 8 120 

   705  600 

Table 1: Multi Criteria Decision Making 

3.7 FEM-Simulation 
For the simulation, the starting geometry is the Realizable Shape. For the simulation of the 

pelvis module the software Abaqus from Dassault Systemes was used. Tosca also from Dassault 
Systemes was used for the subsequent topology optimization. Since Tosca is not able to 
simulate a dynamic load case, this must already be taken into account during the simulation in 
Abaqus. As can be seen in Figure 5, two individual forces are introduced at the bearing seats. 
These arise when the robot takes a step as the legs are mounted underneath. This force is 250 
N. In order to simulate a dynamic load case, one-sidedly ten times this single force was assumed 
and also introduced from below. On each of the two upper brakets a rotary motor is screwed 
on. This allows twisting of the legs and causes a torque of 15 Nm. This torque is therefore to 
be considered equally in both brakets. 

 

 
Figure 5 Loads (F) and Moments (M) 

As seen in Figure 6, there are a total of three bearings. These are each designed as cardan 
joints and absorb forces in the xy and z directions and prevent rotation around the z axis. 

 

148



S.Junk, B.Klerch and U. Hochberg 

 8 

 
Figure 6: Bearings 

The material properties were deposited taking into account the anisotropy. The values for 
the anisotropy were calculated by a percentage adjustment to the values from VDI Guideline 
3405 [12]. Due to the position of the component in the building space, the building axis could 
be correctly considered. The anisotropy was deposited by means of the respective engineering 
constant for the three spatial axes in the plastic area and aligned by means of local orientation 
in the solid.  

 

 
Figure 7: Material Properties in Abaqus 

To start the calculation you have to do the meshing first. It should be noted that this is done 
as wide as possible and as fine as necessary. If indicators for unrealistic results can be detected 
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after the simulation, a refinement of the mesh is often expedient.  
Subsequently, the FEM simulation can be started. After this, a plausibility check must 

always be carried out, in which the stresses (see Figure 8) are examined.  

 
Figure 8: Mises Stresses in MPa 

3.8 Topology Optimization 
In order to achieve a lightweight construction, it is possible after the FEM simulation by an 

algorithm to eliminate lightly loaded areas. This creates bionic, light and stiff geometries. 
To create the optimization task, objective functions must be set. The case study used a 

reduction in strain energy to increase stiffness as well as a reduction in volume. 
So that the optimization can be influenced accordingly, there is the possibility to deposit 

geometrical restrictions. Frozen areas (see Figure 9) have been set up in the bearing and load 
initiation areas to exclude them from optimization. Thus, their subsequent function is still 
guaranteed. Furthermore, planar symmetries were implemented to avoid asymmetric 
optimization due to the asymmetric load distribution. In addition, minimum wall thicknesses 
were implemented to avoid an overdone material reduction in certain areas.  

 
Figure 9 Frozen Areas (in orange) 
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After optimization, the geometry must be checked for plastic deformation (see Figure 10). 

For this purpose, different design proposals are issued. For each optimization loop, a design 
proposal is generated which differs by a specified factor of volume reduction. 

 

 
Figure 10: Verification of plastic deformation (in %) 

 
In order to obtain the best possible results, some adjustments were made to the parameters 

after which the component was re-simulated and optimized. These parameters are particularly 
the design space, the geometric restrictions and the factor for volume reduction. After selecting 
the most advantageous solution, the geometry was smoothed using Tosca.smooth and then 
exported. 

 

3.9 Results 
The results for the final geometry of the pelvis module from “Sweaty” (Figure 11) has 

achieved a weight reduction of 29.2 g (-4.7 %) and a reduction of deformation energy of 2.6 J 
as seen in Table 2. 

 
Manufacturing  

Process 

Material 

 

Yield 
Strength 
[MPA] 

Weight 

[g] 

Strain energy 

[mJ] 

Costs 

[%] 

Milling AlZnMgCu1.5 450 617,2  4,3 100 

AM AlMgSc 470 588 (-4,7%) 1,7 (-60,5%) 377 

Table 2: Results 
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Figure 11: Final Result 

4 CONCLUSION 
In order to carry out a process-oriented topology optimization for the SLM process, a few 

points should be considered. Procedural restrictions such as tolerances and the like are just as 
important as the anisotropic material properties. For this reason, some questions should be 
clarified before a topology optimization. In this case study, it was first of all examined with the 
aid of an ideal shape and the requirements of the tolerances whether the component can 
principally be manufactured additively. It could be stated that the position of the component 
has a tremendous influence already in the very early conception phase. On the one hand, 
production-related restrictions such as the achievable quality change and, on the other, factors 
relevant to the decision, such as costs and output. 

After the restrictions of production and post-processing met the requirements, the additive 
process could be selected. The process was selected based on the material restrictions. In this 
way one can conclude that attention should always be paid to the material-process combination 
and its restrictions.  

It has been shown that a design change was necessary because the post processing would 
otherwise not be possible. 

In order to make a decision on topology optimization for additive manufacturing, a 
quantitative analysis should be carried out. In this case, the potentials of topology optimization 
and additive manufacturing such as weight and rigidity as well as other factors such as costs 
have to be assessed sector-specifically. Special attention should be paid to the integral design 
in particular, since this would be a major encroachment on the overall assembly concept and a 
holistic functional integration can also have disadvantages. The analysis has shown that the 
specific potentials of the topology optimization of the pelvis module justify extra effort for the 
optimization. 

In the FE analysis, it has been shown that the component orientation in the building space 
has a very decisive role in taking into account the anisotropy in the design space. 
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ABSTRACT 

Additive manufacturing technology provides extraordinary handling of producing mechanical parts 
regardless of their geometric complexity which traditional way are not sufficient. Furthermore, in the 
global automotive industry, replacing body components with lightweight designs is an important 
advantage which distinguishes from competitors. In recent years, topology optimization used as a tool 
for optimum solutions throughout the product development phase. However, automotive manufacturers 
must think the global technical regulations. In this study, mechanical properties of different build 
directional (0°, 45°, and 90°) tensile specimens fabricated from aluminium alloy (AlSi10Mg) using 
direct metal sintering (DMLS) have been investigated. Specimens are analysed by the mechanical tensile 
test and the Vickers hardness test. As a case study the development of the vehicle liftgate door hinge 
will be presented, which has been topological optimized. Complex geometry hinges component designs 
are manufactured in EOS M290 additive manufacturing system using aluminium alloy (AlSi10Mg) 
powder. This paper presents, numerical and experimental solutions for behaviour of liftgate door hinge 
under the regulatory conditions. Referring to the results obtained, an interpretation was made to increase 
the use of potential of additive manufacturing technology in the automotive industry. 

Keywords: Additive Manufacturing, Finite element analysis, Mechanical properties, Topology 
optimization, Vehicle door hinge 

 

INTRODUCTION 

 The additive manufacturing enables innovative thinking of design perspective in 
opposition to traditional manufacturing methods which consist of removing redundancy of 
material. Although traditional manufacturing tools are being improved, but it is still challenging 
or even infeasible to produce parts with geometric complexity. Furthermore, increasing of 
demanding for lightweight designs naturally make topology optimization substantial. The use 
of numerical simulation to structural optimize the parts has become required to obtain minimum 
mass without process restriction. Since the additive manufacturing enables to fabricate parts 
regardless of their complicatedness, topology optimization has become substantial technique 
for convenient design [1].  
 

Although, several materials are used for additive manufacturing, aluminium alloys are 
increasingly becoming desirable due to their density-strength ratio [2]. AlSi10Mg using by EOS 
for their Direct Metal Laser Sintering (DMLS) systems is one of the materials for use of additive 
manufacturing. Materials fabricated by additive manufacturing need further development for 
requirement of isotropy, mechanical properties, fatigue resistance, porosity and surface 
roughness [3, 4, 5, 6]. Therefore, it is considerable to optimize process parameters in order to 
obtain optimum properties and consistency [7]. This study aims to investigated influence of 
different build directional on the mechanical properties of DMLS produced AlSi10Mg alloy. 
In this direction, tensile specimens were built in three orientation of horizontal, 45° diagonal 
and vertical using with fixed laser processing parameters. Additionally, hardness, mechanical 
properties and microstructure was examined in order to use in industrial applications.  
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The obtained results were used in Optistruct® software to optimize vehicle tailgate door 
hinge mechanism. To determine the boundary conditions, global technical regulations (ECE-
11) were used [8]. Optimized vehicle tailgate hinge system is numerical and experimental 
analysed. 

MATERIAL AND METHODS 

1. Fabrication on Specimens 

 
AlSi10Mg tensile specimens were produced in three different orientation (0° horizontal, 

45° angle inclined and 90° vertical) on EOS M290 additive manufacturing machine (Fig. 1a). 
A set of four specimen per orientation was fabricated for tensile test in process working area. 
This represents influence of different build orientation on anisotropy level of additive 
manufactured parts. The testing procedure was based on ASTM E8 standard. The fabricated 
specimens were machined and surface-grinded to standard geometry and tolerance which is 
shown in Fig. 1b. EOS Additive manufacturing system default process parameters were used 
while specimens’ fabrications procedure. The building parameters of samples were stable for 
all production phase. 
 
 

 
(a) 

 

 
 

 
 
 

 
(b) 

 
Figure 1. (a) built orientation (b) geometry and dimension of test specimens according to 

standard ASTM E8 (all dimensions in mm). 

 
Chemical composition of AlSi10Mg alloy was shown in Table 1. Measured particle size 

distribution of AlSi10Mg alloy powder was mainly range of 25-35 µm. Recommended 30 µm 
layer thickness was applied for tensile specimens, hardness specimen and vehicle liftgate door 
hinge. Nonetheless, heat treatment for age-hardening didn't implement to samples.  
 
Table 1. Chemical composition (wt%) of AlSi10Mg powder. 

 
 

2. Characterization 
 

For the evaluation of mechanical properties, specimens were tested tensile and hardness 
test, moreover printed hinge parts were investigated for United Nations Agreement of Uniform 
Provisions Concerning the Approval of Vehicles with Regard to Door Latches and Door 
Retention Components (ECE-11). Tensile measurement was carried out on 3 samples of each 
build orientation and average of this results was received for consideration. Tests were 
performed using of the * Tensile tester (ASTM E8).  

Alloying Element Ti Al Fe Mn Ni Si Cu Mg Zn Pb Sn 

wt (%) ≤0.15 Balance ≤0.55 ≤0.45 ≤0.05 ≤9-11 ≤0.05 ≤0.2-0.45 ≤0.1 ≤0.05 ≤0.05 
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Hardness measurement of AlSi10Mg were conducted using of *Vickers Hardness tester. 
The specimens were built and polished at 6mm × Ø12mm dimensions. The specimens were 
built directly on the base plate with a support structure. Measurement was performed on two 
surfaces at four different locations. Average of this these results was taken into consideration.  

 
ECE-11 Regulation applies to vehicle door retention components such as hinges and 

other supporting parts. According to regulation each door hinge system shall not separate when 
a longitudinal load of 11 000 N is applied, and a transverse load of 9 000 N is applied.  

 

  
Figure 2. Static load test directions for doors [8] 

 
3. Topology Optimization 

 
Topology optimization process is basically mathematical mothed of removing material 

in design space where it is not necessary, under specific loads and boundary conditions. In this 
worked, topology optimization was conducted on a vehicle liftgate door hinge mechanism with 
Altair OptiStruct software (Fig. 3). Interface surface (connection between hinges and door or 
body), pin holes, bearing hole, and a flat surface for hard stop were considered as non-design 
space. The basic idea of this approach, fixed hinges where door must connect to the body and 
correspond to attachment will remain as it is, and mobile hinges geometry will be optimized. 
For simplicity of design, loading orientation on the hinge system was designated based on the 
regulatory conditions. Also, washers were design and utilized for each side of the hinges to 
functionality of rotational movement. Material properties of AlSi10Mg produced by DMLS 
were adapted from the experimental data from tensile tests. Furthermore, anisotropy level of 
AM materials was ignored at these phases. Results of the topology optimization are discussed 
in the results and discussion section. 

 
4. Finite Element Analysis 

 
The analysis of hinge strength under regulatory condition was performed with Altair’s 

Radioss as a solver. The critical loads and boundary conditions were considerate similar as 
optimization procedure. However, FEA assumed mechanical behavior is isotropic, even though 
AM materials show build direction dependent anisotropy. Experimental results of mechanical 
properties of AlSi10Mg which is assumed nonlinear plastic material, were employed in 
structural analysis. Similar procedures were repeated to the topology optimized hinge system 
for the different directions of failure loads.  
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Figure 3. Loading directions for baseline geometry made with AlSi10Mg alloy. 

 
RESULT AND DISCUSSION 

 
1. Mechanical Properties 
 

Tensile stress (σ)-strain (ε) curves and measured values of produced by DMLS with 
different build directions is illustrated in Fig. 4 and Table 2. Curves of tensile diagrams show 
that slightly anisotropy has been confirmed. As a result, yield strength and ultimate tensile 
strength significantly similar for specimens’ curves. Nonetheless, elongation at break decreased 
when the inclined build angle scales up. Oriented specimens’ measured values are nearly 
identical to referenced reports.  

 
 

  
Figure 4. Stress (σ)-strain (ε) curves of AlSi10Mg test-specimens 
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Table 2. Mechanical properties data retrieved from MS1 produced by DMLS  

Orientation E [GPa] Rp0.2[MPa] RUTS[MPa] At[%] 
EOS Horizontal 75±10 270±10 460±20 9±2 
EOS Vertical 70±10 240±10 460±20 6±2 
Horizontal 55 240 440 9.3 
45° Angle Inclined 65 240 453 8.2 
Vertical 65 238 460 6.5 

 
 
The hardness measurements of AlSi10Mg alloy made by DMLS are shown in Fig. 5. 

The graph comparing Vickers Hardness value of supported surface and non-supported surface 
shows notable discrepancy between variables. Non-supported surface shows much lover 
hardness values. Moreover, to determine actual sample hardness, surface of the sample less 
hardness than the center of the sample. 

 
 

 
Figure 5. Ratio of hardness (HV) 

 
2. Optimization Result 
 

Topology optimization was performed on the baseline geometry at regulations norms. 
Under the optimization phase, vertical oriented AlSi10Mg data was used to modelling of 
material behavior of baseline geometry. Left and right hinge components were considered as 
symmetrical, and Fig. 6 shows the structures that were obtained. For optimized components, 
%60 weight was significantly alleviate from baseline geometry. Due to definition of materials 
in Inspire optimization software considered as linear isometric, some unrealistic geometries 
were eliminated. Additionally, undercut and overhang angle was adjusted for DMLS process 
support parameters. 
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Figure 6. The topology optimized component. 

 
3. Finite Element Analysis 
 

Based on the ECE-11 regulation, failure loads were applied separately all hinge system 
and under these loads separation must not be observed. As a result of this, plastic deformation 
will be considered as acceptable unless it is not surpassing the plastic deformation limits of 
materials which include fix hinges and central pins. Their mechanical behaviors were analyzed 
and compared all directions. For the rest of the data collecting from analysis, Von Mises stress 
are shown in Fig. 7. For this set of tests, it is worth noting that failure is defines as above the 
elongation at break strain levels. That means, it is important to excerpt the fix hinge and central 
pin materials suitable for the tests. 

 
Based on the maximum Von Mises stress under longitudinal test, 390 MPa was observed 

on optimized mobile also fix hinge part which meet safety criteria. Fig. 7 (a, b) shows 
longitudinal analysis results with maximum Von Mises stress on mobile hinge below the 
elongation at break values of AlSi10Mg materials. For the vertical test results, Fig. 7 (c) shows 
maximum Von Mises stress which is observed in the fixed hinge. Although, for hinge material 
this value is also higher than the yield point, but it is acceptable for regulation norms. Also, on 
the optimized mobile hinge, observed plastic deformation considered as in safety regions. For 
the transverse loading scenario, Fig. 7 (e, f) shows maximum Von Mises stress under 9 kN load 
is measured 353 MPa on the fix hinges. Although, 325 MPa Von Mises stress observed on the 
optimized Alsi10Mg hinge parts, it is also considered as reasonable. All these results emphasize 
that, plastic deformation on the hinge system is inevitable, but separation of hinge system is 
improbable. 

 
Moreover, experimental results show that all the three load simulations met the 

specifications defined in regulation norm. The experimental data obtained confirm the validity 
of the three numerical models tested. No separation was observed.  
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Figure 7. Optimized structure solutions resulting from the model (a) longitudinal test 

(b) vertical test (c) transverse test 

 

CONCLUSION 

For adaptation of additive manufacturing into the automotive industry, a case study has 
been demonstrated to be successful under safety regulations by using topology optimization 
which reduce reduces weight of functional hinge system. The following conclusions can be 
made based on the above research. 

(1) There are some challenges associated with anisotropy level of AM materials. 
Characterization of AM AlSi10Mg alloy hinge components using DMLS is still a 
merging area, but standardization of process is noticeably.  

 

(a) 

(e) 

(c) (d) 

(b) 

(f) 
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(2) Topology optimization simulation leads to multiple solution, especially under 
failure loads above the yield point of material stress-strain curve. It needs 
intervention of designer to determine right solutions.  

(3) While optimized parts met the mass target, it is also meet the safety criteria. Potential 
of using AM technology in automotive industry is inevitable, we foresee rapid 
progress in the near future. 

 
(4) The aim of this study was to demonstrate value of topology optimization combine 

with the simulation of AM materials parts. It was found that significant weight 
reduction is feasibly due to simulation approach.  
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Abstract. We present a functionally graded material design (FGMD) approach relying on a
topology optimization procedure based on asymptotic homogenization and phase-field method.
We also introduce a complete framework from which numerical results lead to 3D printed struc-
tures. We firstly present numerical experiments to verify the proposed methodology and, subse-
quently, we discuss experimental measurements comparing optimized FGMD with a constant
density structure having the same weight. Experimental evidence shows the effectiveness of the
proposed methodology in improving the overall stiffness of optimized structures.

1 INTRODUCTION

Additive Manufacturing (AM) technologies introduce a change in design and manufacturing
paradigms, shifting the focus from a manufacturing oriented design, also known as design for
manufacturing, to the so called functional design, that mainly focuses on the functionality of
the product almost without manufacturability limitations. In this work, we focus on a special
type of functional design, the so called functionally graded material design (FGMD).

FGMD aims at obtaining structures with mechanical properties similar to fully dense ma-
terial structures but employing less material, exploiting the possibility to produce local voids
and/or lattice microstructures by means of AM processes. Such a result can be achieved by
means of a topology optimization [1, 2] which is able to optimally distribute the material within
the structure (see, e.g, [4]).

Starting from the seminal work of Bourdin and Chambolle [5], phase-field methods are
nowadays well established in the topology optimization field [11, 10, 3]. In [6] it has been
developed a phase-field topology optimization procedure suitable for FGMD. There are other
methods in the literature which allow to obtain similar structures, for example, we mention the
landmark contribution of Cheng et al. [7], where the method of moving asymptotes (MMA)
is used to minimize the mass of the structure under stress constraints using an homogenized
material definition. Contrary to the method proposed in [7], which can only distribute the mate-
rial within a given domain, the phase-field approach proposed in [6] allows to obtain structures
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where also regions of voids can be accounted for, substantially introducing an additional degree
of freedom within the design process.

Accordingly, the present work, we introduce a complete pipeline from numerical results to
3D printed component. Employing an in-house developed Mathematica® code we are able to
convert a continuous density map obtained from the phase-field based topology optimization
into a 3D virtual model suitable for AM technologies.

The paper is organized as follows: in section 2 an asymptotic homogenization suitable for
FGMD is presented, in section 3 we recall the phase-field topology optimization for graded
materials first introduced in [6]. In section 4 we verify the implementation of the asymptotic
homogenized material tensor by means of a numerical example and subsequently we show the
results of a graded material phase-field topology optimization for the classical, well established
MBB-beam benchmark problem; moreover we introduce a complete pipeline to convert numer-
ical results into 3D printed structures, and finally we discuss experimental measurements show-
ing the effectiveness of topology optimization in improving stiffness of FGMD. In section 5 we
draw our main conclusions and discuss some possible further outlook for this research.

2 ASYMPTOTIC HOMOGENIZATION

FGM may be obtained creating a microstructure into the solid part of the component to form
a cellular medium. One way of creating such microstructures is the introduction of regularly
spaced holes. More in details, square cells with centrally-placed squared holes are considered
in this work (see Figure 1).

We assume that the solid part of the microstructure is an isotropic material of elastic modulus
E and Poisson ratio ν. We also introduce a field variable χ ∈ [0,1] that is a measure of the
dimension of the squared hole a with respect to the dimension of the side l of the cell, as shown
in Figure 1:

χ = 1− a
l
. (1)

Because of the squared holes, the cellular medium can be considered an orthotropic material,
for which the (homogenized) elastic tensor CH(χ) at the macroscale is expressed, under the
hypothesis of plane stress state, as follows:

CH(χ) =




CH
11(χ) CH

12(χ) 0

CH
12(χ) CH

22(χ) 0

0 0 CH
66(χ)


 . (2)

Given a value of χ, we evaluate the components of CH (χ) considering an asymptotic ho-
mogenization procedure for which the Representative Volume Element (RVE) is the square cell
with the squared hole. The RVE is denoted in the following by Πχ and its area by Yχ. A Carte-
sian coordinate coordinate system {y1,y2,y3} is introduced in Πχ, with the origin in the center
of the RVE.

According to relation (2), only three components of CH(χ) have to be evaluated, namely
CH

11(χ), CH
12(χ) and CH

66(χ), since from symmetry considerations it results that CH
11(χ) =CH

22(χ).
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Figure 1: a) Schematic representation of the FGM; b) microstructure consisting of square cells
with centrally-placed squared holes (RVE).

The equations that allow to obtain the homogenized material tensor components, under the
hypotheses of linear elastic behavior and small strain approximation used for the RVE are:

CH
11 =CH

22 =
1

Yχ

E
1−ν2

∫

Πχ
[1− ε̃11(y)−νε̃22(y)]dy (3a)

CH
12 =

1
Yχ

E
1−ν2

∫

Πχ
[ν− ε̃11(y)−νε̃22(y)]dy (3b)

CH
66 =

1
Yχ

E
2(1+ν)

∫

Πχ
[1− γ̃12 (y)]dy (3c)

In equations (3) ε̃11(y), ε̃22(y) and γ̃12, are the microscopic strain fields occurring in the RVE,
with applied periodicity boundary conditions, and resulting from the application of specific
macroscopic strain histories ε̄i j. More in detail, the strain histories ε̄11, ε̄22 and γ̄12 applied
for equations (3a), (3b) and (3c) respectively, are shown in figure 2. Equations (3) have been
numerically solved by Finite Element Analises (FEA) in [8].

In FGM the value of the density field variable χ is allowed to continuously vary on the whole
structure. In order to perform topology optimization using the model involving a material with
square micro cells, we need to determine the functional relationship between the constitutive
matrix CH components and the field variable χ, i.e. to construct CH(χ). To this aim, a table of 11
equally spaced sampling points representing 11 values of χ was extracted from [8]. Finally, we
use a least squares approximation polynomial fitting to find the elements of the homogenized
elasticity matrix CH(χ) in a continuous form, relying on the discrete values obtained at the
sampling points.

3
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Figure 2: Macroscopic strain histories applied to the RVE for the evaluation of the components
of the homogenized material tensor CH(χ). a) ε̄11, b) ε̄22, c) γ̄12

3 PHASE-FIELD TOPOLOGY OPTIMIZATION FOR FUNCTIONALLY GRADED
MATERIALS

We now consider a domain Ω ⊂ Rd , where a material is distributed by means of two phase
field variables: ϕ ∈ [0,1] and χ ∈ [0,ϕ], where ϕ ≡ 0 corresponds to voids and ϕ ≡ 1 indicates
bulk material, while χ varies continuously, such that it can be considered as a measure of the
material density in the domain regions (ϕ �= 0).

We aim at solving a linear elastic problem formulated as follows:

div(σ(ϕ,χ)) = 0 in Ω (4a)
u = 0 on ΓD (4b)
σ(ϕ,χ) ·n = g on ΓN (4c)
ε(u) = sym(∇u) in Ω (4d)
σ(ϕ,χ) = C(ϕ,χ) : ε(u) in Ω (4e)

with g external load vector, n the unit normal vector, and with the material tensor C(ϕ,χ)
defined as follows:

C(ϕ,χ) = CH(χ)ϕ3 + γ2
ϕCH(χ)(1−ϕ)3 (5)

with γϕ > 0.
In this work we aim at minimizing the compliance of the structure defined as the inverse of

the stiffness:
C (u) =

∫

ΓN

g ·udx

under a volume constraint and such that the linear elastic problem (4) is satisfied.

4
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To this end, following [6], we introduce the Ginzburg-Landau functional, which defines the
free energy of the system as follows:

E(ϕ,χ) =
∫

Ω

γϕ

2
| ∇ϕ |2 + 1

γϕ
ψ0(ϕ)dx+

∫

Ω

γχ

2
| ∇χ |2 dx (6)

where γχ > 0 and ψ0(ϕ) = (ϕ−ϕ2)2 is the double-well potential.
In order to minimize the compliance together with the free-energy functional, we construct

a cost functional of the form:

J (ϕ,χ,u) = C (u)+κE(ϕ,χ) (7)

with κ > 0.
We now define the set of admissible phase-field variable ϕ and χ, Φad and Ξad respectively:

Φad := {φ ∈ H1(Ω) : 0 ≤ φ ≤ 1 a.e. in Ω} (8)

and
Ξad := {χ ∈ H1(Ω) : 0 ≤ χ ≤ χ a.e. in Ω}, (9)

where H1(Ω) indicates the first order Sobolev space on Ω.
The optimization problem can be then formulated as follows:

min
ϕ∈Φad ,χ∈Ξad

J (ϕ,χ,u), (10)

verifying the conditions:
∫

Ω
ϕdx = mϕ | Ω |, (11)

∫

Ω
χdx = mχ | Ω |, (12)

and such that the linear elastic problem (4) is satisfied.
The volume constraints of equations (11) and (12) are imposed introducing the Lagrange

multipliers λ and µ for the functional M ϕ =
∫

Ω(ϕ−mϕ)dx and M χ =
∫

Ω(χ−mχ)dx, whereas
the state equation is inserted into the problem by means of the adjoint operator S :

S =−
∫

Ω
σ : ε(p)dx+

∫

ΓN

g ·pdx, (13)

where p is the so-called adjoint variable.
A Lagrangian functional L can now be defined as follows:

L = J +λM ϕ +µM χ +S . (14)

Since the compliance minimization problem in equation (10) is self-adjoint we have p = u. We
want that our optimal control solutions satisfy the first order optimality conditions defined as

DϕLvϕ ≥ 0 ∀ϕ ∈ Φad, (15)

5
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and
DχLvχ ≥ 0 ∀χ ∈ Ξad. (16)

To solve the optimality inequalities of equations (15) and (16), we employ Allen-Cahn gra-
dient flow. Introducing a pseudo-time step τ, the Allen-Cahn equation can be written as:

γϕ

τ

∫

Ω
(ϕ−ϕn)vϕdx+

γχ

τ

∫

Ω
(χ−χn)vχdx+ γϕκ

∫

Ω
∇ϕ ·∇vϕdx+ γχκ

∫

Ω
∇χ ·∇vχdx+

∫

Ω
(ϕ−mϕ)vλdx+

∫

Ω
(χ−mχ)vµdx+

∫

Ω
vϕλdx+

∫

Ω
vχµdx−

∫

Ω
ε(u) :

∂C
∂ϕ

vϕε(u)dx−
∫

Ω
ε(u) :

∂C
∂χ

vχε(u)dx+
γ
ε

∫

Ω

∂ψ0

∂ϕ
(ϕn)vϕdx = 0, (17)

which we solve using the finite element method. For a more detailed explanation of the method
and the implemented algorithm we refer to [6].

4 RESULTS

In this section we discuss numerical and experimental results showing the effectiveness of
the proposed methodology. The finite elements and the phase-field topology optimization re-
sults are obtained using a FEniCS [9] environment, whereas the procedure to generate 3D vir-
tual models from numerical results is implemented in Mathematica®. A Stratasys Object 260
Connex 3® is used to print the specimens.

Verification of asymptotic homogenization procedure To estimate the modeling error in-
troduced by asymptotic homogenization we study the simple numerical benchmark described
in Figure 3, namely a quarter of traction test sample. We apply a load g = 100[N/mm] and
we evaluate the compliance and the maximum displacement in x-direction ux,max of the speci-
men. We consider domains with microstructure having different cell size and the corresponding
homogenized structure. Table 1 reports the results obtained for three different macroscopic den-
sity fraction ρ f = ρstr/ρbulk = 0.25,0.5and0.75, where ρbulk = 7850[N/m3] is the density of the
bulk material and ρstr the actual density of the perforated structures (e.g, see Figure 4). It can
be observed that for lower density fraction the error of the homogenized model increases. This
effect is due to both boundary effects and an intrinsic modeling error which we introduced with
the asymptotic homogenization assumptions. Nevertheless, due to the extremely high computa-
tional costs of simulations resolving a time evolving microstructure domain, we can consider the
homogenized model a sufficiently good trade-off between accuracy and computational efforts.

Topology optimization of an MBB-beam We apply the phase-field topology optimization
procedure described in section 3 to the Messerschmitt-Bölkow-Blohm (MMB) beam problem
described in Figure 5. We set g = 25 N and we consider the RGD851 rigid polymer from
Stratasys, having elastic modulus E = 2300 MPa and a Poisson ratio ν= 0.3. The volume filling
ratios are mφ = 0.7 and mχ = 0.4. In order to satisfy the machine manufacturing constraints,
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x
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Ω

50

10 g

Figure 3: One-quarter traction test. All units are in mm.

(a) 5×1 (b) 10×2 (c) 20×4

(d) 40×8 (e) 80×16

Figure 4: Microstructure domains with different cell sizes and fixed density fraction ρ f = 0.5.

Table 1: Compliance and max. displacement value of different microstructures and correspond-
ing homogenized material.

ρ f 0.25 0.75 0.5
�cells �DOFs C ux,max �DOFs C ux,max �DOFs C ux,max
5x1 30346 496.0 0.78 26288 48.1 5.31E-02 59564 103.0 1.29E-01

10x2 30788 295.5 0.45 82262 46.5 4.91E-02 58482 89.0 1.04E-01
20x4 36376 203.4 0.24 252262 45.8 4.71E-02 60544 82.9 8.99E-02
40x8 144558 188.44 0.21 333984 45.3 4.60E-02 66082 79.2 8.21E-02
80x16 819714 185.4 0.20 339608 44.5 4.48E-02 111350 76.6 7.86E-02
hom 402402 169.0 0.17 402402 44.8 4.47E-02 402402 79.7 7.97E-02

which do not allow to print infinitely small thicknesses, we set a minimum value for the density
parameter χmin = 0.29, such that χ ∈ [χmin,ϕ] where ϕ �= 0 and χ = 0 otherwise. The evolution
of the density phase-field variable χ at different time steps is shown in Figure 6.
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Figure 5: MBB-beam half-domain setup

From analysis to 3D printing In order to convert the result of Figure 6f into printable data
we implemented the following procedure:

1. Choose the shape and the size of the microstructure cells. In this work we choose squared
cells with dimensions fulfilling technological requirements such as the minimum print-
able thickness and hole dimension. The dimension of the cell l = 1mm is determined
according to the resolution capability of the Connex 3 3D-printer.

2. Generate a Cartesian grid Λχ over the domain Ω with a constant size equal to the cell
dimension;

3. Evaluate the average value χ̄ within each cell of Λχ;

4. Generate a cuboid for each cell of Λχ; each cuboid results from the extrusion of a square
of side equal to a, evaluated through equation (1). Each cuboid represents the void that
has to be introduced to create the microstructure.

5. Generate an high resolution Cartesian grid Λϕ over the domain Ω with a constant size
equal to the finite element mesh dimension; for each cell of Λϕ the corresponding value
of the field variable ϕ is assigned. For each cell, if the value of ϕ> ξ a cuboid is generated,
being ξ a threshold value.

6. By means of a boolean operation subtract the solid obtained at step 4 from the solid
obtained at step 5.

This procedure is implemented in Mathematica such that we have obtained a complete con-
version pipeline within a single numerical framework.

The complete process, from analysis to 3D printing is described in Figure 7 where the main
steps of this method are highlighted. Finally, we print the final structure using the 260 Connex
3® available at the laboratories of the University of Pavia.

8
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(a) t = 1 (b) t = 15

(c) t = 30 (d) t = 45

(e) t = 60 (f) t = 85

Figure 6: Evolution of the density variable χ at different time steps t.

Experimental results We now aim at assessing the higher mechanical properties (e.g., stiff-
ness) which topologically optimized structures can achieve compared to lattice structures having
the same weight but constant density. We printed five different specimens: 3 using the optimized
model and 2 constant density beams. One of the optimized specimen was used to calibrate the
machine, thus we report results only of 4 measurements. Figure 8 shows the two different kind
of specimens (constant density and FGM) in the testing machine. We perform a 3-point bend-
ing test and measure the maximum displacement along the axis of symmetry of the structure.
The experimental results are reported in Figure 9. They clearly show the benefits of performing

9
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Figure 7: From analysis to 3Dprinting: A complete pipeline from a continuously graded nu-
merical solution to a 3D printed FGM structure; a) phase-field based topology optimization,
b) generation of 3D virtual model from the discrete maps of the field variables, c) finished 3D
virtual model, d) 3D-printed part

topology optimization on the mechanical response of the structure: for the same load (50 N) we
have more than two times less maximum displacements in the optimized specimen than in the
constant density one.

(a) Constant density specimen (b) FGM topologically optimized specimen

Figure 8: Speciments used in the experiment.

5 CONCLUSIONS

In this work we develop a complete pipeline to obtain 3D printed FGM structures. In par-
ticular, we employ the phase-field method together with asymptotic homogenization for the
analysis and the topological optimization of the structure, whereas an in-house developed code
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171



Alaimo G., Carraturo M. et al.

0 1 2 3 4 5 6 7 8
0

50

100

150

200

max displacement [mm]

lo
a
d
[N

]
graded speciment (1)

uniform speciment (2)

uniform speciment (4)

graded speciment (5)

Figure 9: Load vs displacements plot.

is used to convert the density map into a 3D virtual model suitable for 3D printing.
As a validation benchmark we investigate an MBB-beam problem under the hypothesis of

plane stress state. The resulting optimized structure is printed and experimentally tested. Mea-
surements data are also obtained for a similar beam structure having constant density and equal
weight. Experimental evidence shows that for a fixed weight of the structure, FGM structures
obtained by means of the proposed methodology are more effective in terms of stiffness with
respect to an analogous lattice structure with constant density.

This experimental results show that the phase-field approach can be useful in case of FGMD
optimization. In fact, contrary to similar methods available in literature, the proposed phase-
field based topology optimization allows to not only redistribute the material within a given
domain but also to indicate void regions, by means of an additional degrees of freedom into the
problem.

As further outlooks for the present research we aim at extending the presented method to
3D problems and to mass minimization under both functional (e.g., maximum stress constraint)
and technological constraints related to AM processes (e.g., overhang building angles, feature
resolution of the specific AM process).
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Summary: This document provides a method to derive guidelines for a post processing 
oriented design of additive manufactured parts based on experimental investigations. 
 
 
1 INTRODUCTION 

According to ISO / ASTM 52900, additive manufacturing (AM) is defined as "the process 
of joining materials to make parts from 3D model data, usually layer upon layer, as opposed 
to conventional manufacturing including subtractive manufacturing technologies and 
formative manufacturing methodologies” [1]. This results in significant advantages over 
conventional manufacturing methodologies, such as the production of topologically 
optimized, complex structures, lower material consumption or shorter product development 
cycles. In order to be able to use these advantages, the possibilities and restrictions of the 
processes must be known. In particular, selective laser beam melting (SLM), in which a 
powdery metallic starting material is melted by means of a laser, requires a sound 
understanding of the process. For this purpose, design guidelines have been presented in 
various scientific papers. These design guidelines help to design a component in such a way 
that it can be manufactured successfully using additive manufacturing. These so-called “AM-
suitable design guidelines” can be found among others at Adam, Kranz and Thomas [2,3,4,5]. 
In contrast to established manufacturing processes, the post-processing of additive 
components is divided into two steps. First, the AM immanent post processing, such as the 
removing of the component from the building platform or the removing of the remaining 
powder. These post-processing steps are in the following referred to “post-processing”. 
Secondly, the subsequent post-processing steps to improve the component properties, such as 
milling and turning or a stress-relief annealing. These are referred to as “finishing” and form 
the focus of this paper. With regard to a successful finishing of additively manufactured 
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components, design guidelines must be taken into account that consider the finishing inherent 
restrictions and possibilities. In the following, these design guidelines are referred to 
“finishing suitable”. They can deviate significantly from those of conventionally 
manufactured components in the case of additively manufactured components. Although there 
are some investigations that deal with the post-processing of additively manufactured 
components [6,7], there are hardly any design guidelines that are suitable for finishing [8]. 
Therefore, knowledge about the finishing of additively manufactured components is based on 
experimental experience rather than on scientific knowledge. For this reason, design 
guidelines for a finishing suitable design must be methodically determined and quantified. 
These quantified design guidelines can be used for an automated design check on complex 
components like topology optimized geometries.  

2 EXPERIMENTAL PROCEDURE 
On the way to an automated, software-supported and finishing suitable design check of 

components built with AM, a method is developed that enables the development of design 
guidelines for a finishing suitable design. For this purpose, suitable finishing processes are 
identified, their influence on the component properties is mapped and quality criteria for a 
quality assessment are established. Test specimens are developed and produced for 
experimental investigation and quantification of the quality criteria. The results of the 
experimental investigations on the test specimens are prepared graphically and textually in 
design guidelines and provided in tabular form for a design checking software. 

2.1 Identification of suitable finishing processes 
In order to identify suitable finishing processes for additively manufactured components, it 

is advisable to take inspiration from the finishing procedures for conventionally manufactured 
components. Through extensive research, finishing methods were compiled for casted, 
formative and subtractive generated components. For SLM parts the in Table 1 listed 
processes could be identified as suitable. The advantages of these processes are their wide 
availability and the comprehensive understanding of the process that has been built up over 
decades of use in conventionally manufactured components. These processes also showed 
good suitability for additive manufactured components and had positive effects on the 
component properties [9,10]. The different finishing processes have different influences on 
additive manufactured components. The six defined types of influence are briefly explained in 
the following: 
 Surface quality: The finishing process improves the surface quality of additive 

manufactured components. 
 Functional area: The finishing process enables the realization of functional areas such as 

fits or threads. 
 Deburring: The process enables deburring and removal of support residues on the 

component surface. 
 Corrosion protection: The finishing process enables the additive manufactured component 

to be coated to counteract corrosion. 
 Optics: The finishing process improves the appearance of the additive manufactured 

component  
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 Material properties: The finishing process enables the improvement of the material 
properties, such as improved tensile strength or the reduction of residual stresses. 
 
The finishing processes are underlined in Table 1 and marked with a pictogram were 

classified as relevant. They are available in the most companies and show good results in the 
finishing of additively manufactured components.  

Table 1: Finishing processes and their influence on additive manufactured components 

Finishing 
groups 

Finishing process Pictogram Influence on additive 
manufactured component 

Examples 

M
ac

hi
ni

ng
 

G
eo

m
et

ric
 d

ef
in

ed
 c

ut
tin

g 
ed

ge
 Milling  Surface quality 

 Functional area 
 Deburring 

 Face milling  
 Circumferential milling 

 

Turning 

 

 Surface quality 
 Functional area 

 Face turning 
 Longitudinal turning 

 
Drilling   Surface quality 

 Functional area 
 Deburring 

 Round drilling 
 Screw drilling 
 Profile drilling 

Thread cutting   Functional area  Thread whirling 
 Manual thread cutting 

 

G
eo

m
et

ric
 u

nd
ef

in
ed

 c
ut

tin
g 

d

Sanding  Surface quality 
 Functional area 
 Deburring 

 Vibratory finishing 
 Belt sanding 

 

Polishing   Surface quality  
 Optics 

 Electro polishing 
 Manual polishing 

Blasting   Surface quality  
 Material properties 

 Sandblasting 
 Vacuum suction 

blasting 
Lapping   Surface quality  

 Functional area 
 Flat lapping 
 External lapping 

Er
od

e 

Thermic   Surface quality  
 Deburring 

 Wire eroding 
 Die sinking 

Electrochemically   Surface quality  
 Deburring 

 Elysing 

H
ea

t 
tre

at
m

en
t Tempering   Material properties  Nitrate 

 Carburize 

Annealing  Material properties  Stress-relief annealing 
 Solution annealing 

Su
rfa

ce
 

tre
at

m
en

t Coating   Corrosion protection 
 Optics  

 Galvanize 
 Chromate 

Painting   Corrosion protection  
 Optics 

 Dip coating 
 Spray painting 
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The method for the development of design guidelines for a finishing suitable design is 
derived from the relevant finishing procedures carried out with a geometric defined cutting 
edge. In the following, the pictograms are used to clarify which kind of finishing is 
considered. 

2.2  Additive manufacturing of specimens 
The specimens which are defined for the experimental investigations are listed in 

chapter 2.3. All specimens were manufactured additively with the material AlSi10Mg. This 
material has good casting properties and is optimized for the SLM process on corresponding 
machines. AlSi10Mg is suitable for thin-walled components and has a good dynamic load 
capacity. The material is suitable for highly stressed components and for applications 
requiring a combination of low weight and good thermal properties at the same time. Before 
processing in the SLM process, the material is available in powder form with a distribution of 
15 µm to 45 µm. In the horizontal direction, a tensile strength Rm of 460 ± 20 MPa and a yield 
strength Rp0.2 of 270 ± 10 MPa can be achieved. The machines used for the investigations and 
the main manufacturing parameters are listed in table 2. The test specimens were 
manufactured in triplicate in order to obtain meaningful results taking into account a resource-
efficient number of test specimens. 

Table 2: Manufacturing boundary conditions. 

Machinery 
Machine SLM Solutions SLM 250HL SLM Solutions SLM 280 HL 
Building chamber size 250x250x250mm 280x280x350mm 
Max. laser power 400W 1000W 
Manufacturing Parameters for core hatching 
Parameter set name PS1 PS2 PS3 
Layer thickness [µm] 50 30 50 
Laser Power [W] 350 100 400 
Scan Speed [mm/s] 930 100 950 

2.3 Definition and finishing of test specimens 
In order to be able to evaluate the finishing processes and parameters, examination areas 

and quality criteria were defined which show restrictions or positive effects of the finishing. 
On the basis of these defined examination areas and quality criteria, suitable test specimens 
were designed on which the experimental examination can be carried out. The design of the 
test specimens was carried out with the 3D CAD software SolidWorks. 

In the following, the test specimens developed for the investigation of each relevant 
finishing process are listed in a structured form in tables 3, 5, 7 and 8. For each test specimen, 
the associated examination areas, quality criteria and variants are listed in tabular form. The 
performed investigations and their results are discussed. 

2.3.1 Test specimens for milling investigation 
Before finishing the test specimen 1.1 (Table 3), photos of the examination area  "run-

out surface" were taken with a macroscope. The supporting structures of the specimens were 
removed with a milling head with carbide inserts. The different run-out surfaces in the 
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examination area  were measured using a Keyence VR 3200 macroscope and the formation 
of the run-out surfaces was investigated. It can be seen that even the smallest run out surface 
V1 is sufficient to allow safe milling of the adjacent surfaces. The surface roughness was 
measured using the macroscope before the examination areas  and  were finished. The 
examination areas were machined with a 10 mm diameter end mill. In order to ensure a 
defined clamping of the test specimens on the milling table, they were fixed with a clamping 
device and mill parallel supports.  

Table 3: Specimen data sheet for milling. 

Finishing 
process 

Specimen No. Examination areas 
 Quality criterion 1 
 Quality criterion … 

Test specimen variants / test 
specimen parameters 

Milling 

 

1.1 
1

b

h

 
3

4

tw

 

Run-out surface 
 Sufficient run-out surface 

Run-out surface geometry: 
Variant V1 V2 V3 
b [mm] 1 2 3 
h [mm] 0,3 0,45 0,6 

Face milling surface 
 Required machining allowance MA 
 Surface quality 

Machining allowance (MA): 
Variant V1 V2 V3 
MA[mm] 0,1 0,3 0,5 

Wall thickness (tw) 
 Min. tw at MA = 0,15 mm 

Wall thickness: 
Variant V1 V2 V3 
tw [mm] 1,5 3 4,5 

 Circumferential milling surface 
 Required machining allowance  
 Surface quality 

Machining allowance (MA): 
Variant V1 V2 V3 
MA[mm] 0,1 0,3 0,5 

After the milling process, the surface roughness Rz and the average roughness value Ra 
were be determined for the specimens with the macroscope. Table 4 shows the measurement 
results for face and circumferential milling before and after finishing for different machining 
allowances (MA).  

Table 4: Measured surface roughness before and after milling. 

 
MA=0,1mm MA=0,3mm MA=0,5mm 

Rz Ra Rz Ra Rz Ra 
Face milling 
 

Before Finishing 78,7 9,4 85,5 10,0 74,8 9,8 
After Finishing 17,5 2,8 12,2 1,8 12,6 1,9 

Circumferential 
milling 

Before Finishing 180,1 29,8 168,3 25,9 163,6 24,9 
After Finishing 10,8 1,4 10,8 1,5 12,8 1,8 

The measurements show that AlSi10Mg delivers good results for face and circumferential 
milling by a machining allowance of 0.3 mm. So a complete finishing of the surface is 
ensured. Furthermore, it can be seen in the examination areas  that a wall thickness of 
1.5 mm, independent of the parameter set, is not sufficient to allow complete finishing of the 
surface. This can be explained by an oscillation of the wall, which leads to an inhomogeneous 
milling of the wall surface. With a wall thickness of 3 mm acceptable results could be 
achieved.  
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2.3.2 Test specimens for turning investigation 
Before the test specimens 2.1 (Table 5) were finished on a flatbed lathe, the surface 

roughness of the examination areas was determined with the macroscope and the undercut 
formation in the examination area was recorded photographically. In addition, the remaining 
support structures were removed from the test specimens using indexable turning inserts 
KC5410 from Kennametal.  

Table 5: Specimen data sheet for turning. 

Finishing 
process 

Specimen No. Examination areas 
 Quality criterion 1 
 Quality criterion …

Test specimen variants / test 
specimen parameters 

Turning

 

2.1
2

3  
 

Undercuts DIN 509, form E 
 Sufficient undercut 

Undercut geometry DIN 509: 
Variant V1 V2 V3 
f [mm] 2,5 3 3,5 
t [mm] 0,3 0,45 0,6 

Face turning surface 
 Required machining allowance  
 Surface quality 

Machining allowance: 
Variante V1 V2 V3 
MA[mm] 0,1 0,3 0,5 

Longitudinal turning surface 
 Required machining allowance  
 Surface quality 

Machining allowance: 
Variante V1 V2 V3 
MA[mm] 0,1 0,3 0,5 

2.2

2
 

Inner lattice structure 
 Damage to the structures due to the 
turning process 
 Possibility of parting off 

- 

Outer lattice structures 
 Possibility of plan and longitudinal 
turning of supporting structures 

- 

During finishing it was found in examination area  that the smallest undercut with a 
width of 2.5 mm and a height of 0.3 mm (according to DIN 509, Form E) allows a sufficient 
tool run-out. The post-processing was carried out at 1200 rpm with a feed rate of 0.039 1/mm 
for facing and 0.053 1/mm for longitudinal turning. A feed rate of 0.1 mm was set until an 
optically homogeneous surface was achieved. Subsequently, the examination areas  und  
were subjected to a surface roughness measurement. Table 6 shows the measurement results 
for face and longitudinal turning with different machining allowances before and after 
finishing.  

Table 6: Measured surface roughness before and after turning. 

Rz, Ra [µm] (MA=0,1mm) (MA=0,3mm) (MA=0,5mm) 
Rz Ra Rz Ra Rz Ra 

Longitudinal 
turning 

Before Finishing 64,0 8,1 57,0 7,6 62,1 8,2
After Finishing 19,0 2,6 14,2 2,0 18,8 2,7

Face turning Before Finishing 63,1 10,1 63,1 9,8 73,2 11,4
After Finishing 18,5 2,6 18,8 2,7 20,8 2,9

The optical inspection of the test specimens showed that a machining allowance of 0.1 mm 
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effects no homogeneous surface during face and longitudinal turning. A variation of the 
cutting speed showed that better surface qualities are possible with a faster cutting speed. The 
test specimen 2.2 allowed conclusions to be drawn about the lathe-turnability of support and 
lattice structures. For this purpose, the shoulder with the inner lattice structure in the 
examination area  was tapped off with a parting of tool. The outer support structure in the 
examination area  was machined with a carbide indexable turning insert. Basically it could 
be determined that a rotating machining of support structures is possible. Attention has to be 
paid to fragments and powder residues which contaminate the environment. It is therefore 
recommended to remove the supporting structures with other means (e.g. pliers) before 
turning. 

2.3.3 Test specimens for drilling investigation 
The test specimens 3.1 to 3.4 (Tabel 7) were drilled with a pillar drill machine and an HSS 

drill with a diameter of 5 mm.  

Table 7: Specimen data sheet for drilling 

Finishing 
process 

Specimen No. Examination areas 
 Quality criterion 1 
 Quality criterion …

Test specimen variants / test 
specimen parameters 

Drilling

 

3.1

1 3

 
 

Positive machining allowance  
 Surface quality 
 Ridge at outlet 

Machining allowance: 
Variant V1 V2 V3 
MA+[mm] 0,1 0,3 0,5 

Pilot hole (Ø1mm) 
 Surface quality 
 Ridge at outlet 

- 

Negative machining allowance 
 Surface quality 
 Ridge at outlet 

Machining allowance: 
Variant V1 V2 V3 
MA-[mm] 0 -0,1 -0,3 

3.2 

2

 

Cutting speed 
 Surface quality 

Cutting speed 
Variant V1 V2 V3 
v [m/min] 28,3 26,7 25,1 

Chamfer formation Chamfer geometry 
Variant V1 V2 V3 
b [mm] 0,15 0,3 0,45 
α [°] 45 45 45 

3.3

1

2  

 Internal structure drilling with core 
hole 

Core hole geometry 
Ø = 4,7 mm, t = 3mm 

 Internal structures drilling with 
small pilot hole 

Pilot hole geometry 
Ø = 1 mm, t = 3mm 

 Internal structure drilling without 
pilot hole 

- 

3.4
1

 

 Drillable hole length for thin-walled 
structures 

Cylinder height 
Variant V1 V2 V3 
h [mm] 10 20 30 

 Drillable wall thickness for thin-
walled structures 

Wall thickness 
Variant V1 V2 V3 
t [mm] 1 1,5 2 
MA [mm] 0,3 0,3 0,3 
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In order to be able to drill at the defined points, the test specimens were fixed to the 
drilling machine table with a clamping device. The drilling speed of 1700 rpm and a feed rate 
of 0.1 mm/1 could be set on the drilling machine, resulting in a cutting speed of 26.7 m/min. 
The test specimens 3.1 to 3.3 were milled in the middle after the drilling process. The optical 
inspection of the test specimens 3.1 showed that there is no significant difference between 
drilling a pilot hole and a hole with positive machining allowance (examination 
area  and ). A machining allowance of +0.3 mm is recommended to compensate any 
dimensional inaccuracies for the investigated size ratios. Negative machining allowances 
(examination area ) lead to insufficient surface quality and are not recommended. In order 
to be able to assess possible influences of the drilling parameters on the result, the three holes 
of test specimen 3.2 in the examination area  were reworked at different cutting speeds 
(Table 7). The inspection of the holes after drilling showed that different cutting speeds do not 
lead to optically perceptible differences. The formation of additive chamfers was evaluated in 
the examination area . These could no longer be clearly identified after the drilling process, 
so that subsequent machining of the chamfers is recommended. Test specimen 3.3 shows that 
internal lattice structures are partially destroyed during the drilling process. The essential 
structure of the lattice structures is retained, so that positive effects of internal structures, e.g. 
damping [11], are retained to a limited extent. However, parts of the lattice structure are 
destroyed by drilling and remain inside the component. For this reason, the drilling of lattice 
structures should be avoided. Test specimen 3.4 enables the determination of the minimum 
wall thickness required for drilling additively manufactured parts (examination area ) and 
the determination of the relationship between the bore length and the bore quality 
(examination area ). It was found that only a minimal wall thickness of 0.7 mm was safely 
drillable without annealing or deforming the cylinders. A connection between the bore length 
and the bore quality could not be established. 

2.3.4 Test specimens for thread cutting investigation 
Before thread cutting, the machining allowances for half of the test specimens 4.1 

(Table 8) were removed by drilling. The other half of the specimens were left in as-built 
condition with machining allowance. The individual cylinders were separated from their base 
plate and clamped in a flat bed lathe with an HSS tap for thread cutting and the thread was cut 
at a speed of 65 rpm in addition of cutting oil. After machining, the test specimens were 
milled crosssectionalwise and visually inspected under the macroscope in order to identify the 
respective thread characteristics. It could be observed that pre-machining of the shaft shoulder 
by drilling ensures good thread formation. If the machining allowance is negative, the thread 
is not fully formed. It is possible to cut a thread without drilling the additive manufactured 
hole. However, it is not advisable to do so as there may be differences in the thread 
characteristics. With a machining allowance of 0.3 mm and pre-machining by drilling, the 
thread is fully formed. Half of the test specimens 4.2 were prepared with a turning process to 
remove the machining allowances and to obtain the nominal core diameter according to the 
standard DIN 13. The other half was not subjected to a preparatory turning process, so that the 
thread could be applied directly to the additive manufactured surface provided with a 
machining allowances. To apply the threads, the test specimens and an M5 HSS die were 
clamped in the lathe. The thread was applied to the test specimen at a speed of 65 rpm. In 
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order to facilitate thread cutting, cutting oil was added during the process. The threads were 
visually inspected using a macroscope. It could be seen that pre-processing of the shaft 
shoulder by turning ensures fully developed thread flanks characteristics. However, it is 
possible to cut a thread without pre-machining with a positive machining allowance. With a 
negative machining allowance, the thread is not fully formed. A machining allowance of 0.3 
and an upstream turning process are recommended in order to obtain the best possible 
external thread geometry. 

Table 8: Specimen data sheet for thread cutting. 

Finishing 
process 

Specimen No. Examination areas 
 Quality criterion 1 
 Quality criterion … 

Test specimen variants / test specimen 
parameters 

Thread 
cutting

 

4.1 
1

 

Internal thread 
 Machining allowance 
with and without 
additive manufactured 
core hole  

Thread geometry 
Variant V1 V2 V3 
Thread M5 M10 M5 M10 M5 M10

MA+[mm] 0 0,15 0,3 
MA-[mm] 0 -0,15 -0,3 

4.2 

 

External thread 
 Machining allowance 
with and without 
turning of surface 

Thread geometry 
Variant V1 V2 V3 
Thread M5 M5 M5 

MA+[mm] 0 0,15 0,3 
MA-[mm] 0 -0,15 -0,3 

3 Design guidelines for a finishing suitable design 
The carried out investigations and the results obtained on the various test specimens and 

examination areas allow to derive quantifiable design guidelines for a finishing suitable 
design for different material, machine and parameter combinations.  

Table 9: Design guideline to specify the required machining allowance for milling, turning and drilling 

Machining allowance milling /turning /drilling: 
Surfaces that have a dimensional requirement after machining must be 
provided with a machining allowance (MA).  
Unfavourable Finishing suitable 

   
Material Machine Parameter set MA face milling [mm] MA circumf. milling [mm] 
AlSi10Mg SLM 250HL PS1 0,3 0,3 

SLM 280HL PS2 0,3 0,3 
PS3 0,3 0,3 

Some of the quantifiable design guidelines which can be applied in a software-based shape 
optimization are shown in Table 9 and 10. For this purpose, the technical implementation of 
the design guidelines in software tool is given. A machining allowance must be provided to 
ensure sufficient surface quality and finishing by milling. The calculated machining 
allowances for the material AlSi10Mg can be applied as an offset to the component surfaces 
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to be reworked by means of an automated shape optimization software and thus taken into 
account before additive manufacturing. When turning and drilling, it must be ensured that the 
machining allowance is applied to the radius. 

Table 10: Design guideline to specify the required minimal wall thickness for milling in the investigated size 
ratios 

Min. wall thickness milling: 
A minimum wall thickness must be maintained in order to enable machining by 
circumferential milling. 
Unfavourable Finishing suitable 

  
Material Machine Parameter set Min. wall thickness twmin at circumf. milling [mm] 
AlSi10Mg SLM 250HL PS1 3,0 

SLM 280HL PS2 4,5 
PS3 3,0 

Wall thicknesses must be sufficiently stable to mill without wall oscillation. A minimum 
wall thickness must be maintained depending on the material, machine and parameter 
combination used. This wall thickness can be checked using numerical methods such as the 
extraction of centre line points and the calculation of diameters of maximum circles or 
spheres as described in [12]. This method has already been used in order to numerically check 
AM suitable design guidelines on topologically optimized components [13]. If necessary, the 
wall thickness can be automatically adjusted by adding a surface offset before additive 
manufacturing. 

Further design guidelines were drawn up on the basis of the investigation results, which 
provide the designer with assistance in the finishing suitable design of components. These 
qualitative design guidelines provide information on the achievable surface quality of milled 
or turned, additive-manufactured components [Table 4, 6]. They show feasible undercut and 
tool run-out geometries. Undercuts according to DIN 509 Form E with a width of 2.5 mm and 
a height of 0.3 mm are sufficient for a successful turning process and run-out surfaces with a 
width of 1 mm and a height of 0.3 mm for a successful milling process.  

The investigations into the turning finishing of support structures induced a guideline that 
recommends the manual removal of support structures with regard to occupational safety and 
tool life.  

For drilling, it was possible to derive qualitative design guidelines that exclude the 
influence of pilot drilling on the post-processing result. An influence of the cutting speed was 
not observable on the drill hole quality. Here, an extended scope of investigations with 
varying drilling parameters could provide new insights. Drilling in support structures has also 
been described by a qualitative design guideline, which prohibits the drilling of support 
structures, since support structures are drillable but no defined drill hole shape can be 
guaranteed. The finishing by means of thread cutting led to further qualitative design 
guidelines, which recommend a machining allowance of 0.3 mm and a cutting preparation of 
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the threads. Only in this way the threads can be generated in accordance with the standards. 
The qualitative design guidelines are not suitable for automated, software-based design 
checking and optimization, but offer the design engineer extensive knowledge on how to 
design components suitable for finishing and thus save costs. 

4 Conclusion and perspectives 
In the present study, a method was presented which enables the generation of design 

guidelines for different combinations of materials, machines and parameters for a finishing 
suitable design for additive manufacturing. For this purpose, suitable finishing processes were 
identified, test specimens were developed and, with regard to suitable finishing of common 
AM parts, experimental investigations were carried out on the test specimens. The 
investigations were carried out using the material AlSi10Mg which was processed with 
machines of the type SLM 250 HL and SLM 280 HL and different parameter sets. For these 
material, machine and parameter combinations, design guidelines could be drawn up. The 
design guideline generation is multiple applicable and enables that further material, machine 
and parameter combinations or differen size ratios can be added to create an extensive 
knowledge database. Depending on the used finishing process, it was possible to determine 
necessary machining allowances, minimum wall thicknesses and finishing specific restrictions 
that had to be taken into account in the design process prior to additive manufacturing. These 
values are available in quantitative form and can be used for software-supported automated 
design checking of parts.  

It is recommended to produce further test specimens by varying the process parameters of 
the SLM process, the machine type or the material in order to gain more in-depth knowledge. 
Furthermore, the process parameters of the finishing processes can be varied and the test 
specimen geometry can be scaled to extend the scope of the design guidelines. 

In addition, the test specimens can be manufactured with different orientations in the 
building chamber in order to establish a possible relationship between the orientation and the 
required machining allowance. Further post-processing methods can be used which could not 
be considered in the context of this paper in order to gain further insights into the post-
processing of additively manufactured components. 
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Abstract. This paper presents a methodology to design optimum lattice-like engineering com-
ponents that can be easily created using additive manufacturing. The optimal performance of
the design is assured through a topology optimization, whereas the manufacturability is ensured
thanks to the lattice nature of the designs. The paper discusses some advantages of lattice topol-
ogy optimization compared to a traditional topology optimization approach, both in terms of
performance and manufacturability of the final designs. The methodology combines different
commercial software tools in order to effectively create such designs, that can be used in a wide
range of sectors such as automotive, aerospace or medical.

1 INTRODUCTION

Topology optimization (TO) and Additive manufacturing (AM) techniques are nowadays
mature enough disciplines to be used in industry [1]. The combination of both opens the door
to produce novel and disruptive designs, such as the ones presented in [2, 3], that are not pos-
sible to create with traditional manufacturing processes. However, there are still some practical
limitations for combining TO and AM effectively, mostly related to the fact that the TO results
generally require a post-processing step in order to fine-tune the design and make it apt for
AM. This fine-tuning process is usually done by a CAD engineer and includes, among others,
avoiding overhanging structural members or limiting massive members that may lead to stress
concentrations in the material (caused by overheating). As a consequence, several interactions
between the design and manufacturing experts are required, and different alternatives might
come up for the same optimal results. Figure 1 shows an example of the TO results of baffle
supports in a satellite (left), several design interpretations of the results (middle) and the final
design created using AM (right). This iterative design process also involves that the final design
that is manufactured usually deviates from the optimum in terms of mass and stiffness.

In order to overcome some of these difficulties, novel optimization strategies, such as Lattice
Topology Optimization (LTO) are increasingly being used. Lattice structures consist of a pattern
repetition of small cell shapes or types, trying to simulate the internal micro-structure of the
material. As a consequence of being built-up by small ”bars” that are connected to each other,
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Figure 1: TO results of baffle supports in a satellite, several design interpretations and final design using AM

most of the AM problems described in the above paragraph do not apply to them. In particular,
overhanging is avoided since the dense network of small bars is self-supporting (when talking
about printability) and the small size of the bars avoids any stress concentration problem due to
material overheating.

As stated in [4], the development of AM technology has relaxed the limitations when fabri-
cating lattice structures (although there still exist some manufacturing constraints, they are way
less than in a design coming from a traditional TO). In other words, LTO enables a faster process
from design towards manufacturing, mainly because the LTO output relates directly to the shape
to be manufactured, meaning that it does not require (or very limited) design interpretation of
the optimum results.

Another advantage of lattice structures is that they possess some desirable characteristics
from a design perspective, such as lower weight, better performance and stability (due to the
large network of structural members), good energy absorption and high thermal and acoustic
insulation compared to its solid counterpart [5]. This increased performance of LTO designs
over traditional TO designs supports the choice of LTO for this study.

2 METHODOLOGY

This paper proposes a methodology that covers all the steps in the design of a new lattice
optimized component that is intended to be produced using additive manufacturing (Figure 2).
It starts with a LTO that is performed in Altair Optistruct [6], and afterwards the results are
converted into ”lattice printable information” (generally a geometry file such as .STL) using the
dedicated software 3matic-STL from Materialise [7]. The final step is to prepare the geometry
files so they can be properly processed by the 3D printer in order to achieve the best manufac-
turing quality (i.e. create supports, check printability, etc.). This is done using the dedicated
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software 3DXpert [8]. In order to perform a LTO in Altair Optistruct, the optimization problem
is spit into two phases:

- PHASE I: consists of a conventional topology optimization applied to the design space,
followed by a lattice generation (replacing solid elements with intermediate densities by
lattices) that depends on the parameters defined by the user.

- PHASE II: consists of a sizing optimization of the lattice structure obtained in PHASE I,
where the design variables are the cross-section of the small bars. The size optimization
phase is aimed at incorporating some anisotropy to the lattice structure, thereby making
the structure more efficient.

Figure 2: Flowchart of steps for the design and additive manufacture of a lattice metal component

In PHASE I, the optimization problem is defined, including the lattice settings such as the
”Lattice type” (internal structure or cell shape of the lattice), ”Porosity” (similar to the penal-
ization factor in a traditional TO using the SIMP approach, which leads to a lower or higher
number of elements with intermediate densities, that correspond to a lower or higher percent-
age of lattice structures), and ”Lattice fill” (defines the upper and lower bound of the element
densities in order to replace solid elements by lattices). From the designer perspective, one of
the hardest decisions in this phase is the selection of the lattice cell type, which must be done
up-front without knowing the potential effects that it will have in the structural behaviour of
the optimal design. Probably it will not have a major effect due to the optimization process
afterwards, but it is possible that the stiffness properties of the lattice cell have their influence
on the final structure. In general, there are a few parameters that the designer needs to tune in
this phase in order to perform the LTO.

In PHASE II, the definition of the optimization problem stays the same, however the user
needs to perform two operations: define the upper bounds (UB) and lower bounds (LB) of the
new design variables (cross-section of lattice beams), and ensure that all the solid elements
in the model (i.e. in the non-design space) are tetrahedrons, since this is necessary to export
the geometry in an .STL format. Altair Optistruct provides an option to convert all the solid
non-tetrahedral elements into tetrahedrons within the software.
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3 APPLICATION EXAMPLE

The methodology described in Section 2 is tested with a case example of an automotive
control arm (see Figure 3), taken from the Altair Optistruct documentation [6].

Figure 3: Automotive control arm

The dimensions have been modified (102x133x21 mm) in order to make it fit in the printing
area (maximum of 275x275x420 mm). The material is defined as 316L stainless steel, with me-
chanical properties of E = 210000 MPa and ρ = 7.85e−9 T/mm3. The goal of the optimization
is to reduce the mass of the control arm, while fulfilling a number of displacement constraints
in three different load cases.

min
x

Mass (1)

subject to:
disp(LC1) = 0.05 mm (2)
disp(LC2) = 0.02 mm (3)
disp(LC3) = 0.04 mm (4)

Several optimization have been performed in order to evaluate the influence of the UB and
LB of the parameter ”Lattice fill” in the performance of the designs. In this study, the rest of
parameters were not modified since the focus of this study was to obtain a simple-cell lattice
structure that could be easy to manufacture. In that sense, the ”Lattice type” is always a tetra-
hedron, and the ”Porosity” is set as ”HIGH” (generating a structure with a higher number of
lattice elements, which is beneficial for buckling considerations). The optimal designs obtained
from the LTO have been compared against traditional TO with and without manufacturing con-
straints (see Figure 4), in terms of mass and stiffness. An artificial metric ”Performance” has
been defined in order to compare in an easy way all the designs (y-axis of Figure 4). The x-axis
of the figure shows the different cases that are studied (i.e. ”LTO 001-06” states that the case is
a LTO design where the bounds of the ”Lattice fill” parameter are LB = 0.01 and UB = 0.6).

Per f ormance = 1/(Mass∗Compliance) (5)
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Figure 4: Summary results of TO and LTO

The results prove that the performance of all the LTO designs is higher than the TO designs
when manufacturing constraints are considered. On the other hand, the performance of the LTO
can be worse if it is compared to a free TO where manufacturing constraints are not taken into
account. However, in this scenario the LTO designs offer the extra advantage of being always
manufacturable, as explained in Section 1.

The results show that, if the LB of the ”Lattice fill” parameter is constant, an increase of the
UB implies a decrease in the performance of the design (this is expected since more intermediate
elements that were solid are replaced with lattices, which are less stiff). A similar conclusion can
be drawn from the LB of the ”Lattice fill”: if such parameter increases and UB stays constant,
the performance tends to decrease, since lattice elements are replaced by void elements. The
mass improvement in the model if such elements are removed is not enough to compensate the
loss of stiffness. Table 1 shows a more detailed view of some of the results of Figure 4.

Table 1: Comparison of TO designs (with and without manufacturing constraints) vs. LTO

Case (LB-UB) TO (free) TO (extrusion) LTO (0.05-0.6) LTO (0.1-0.8) LTO (0.15-1.0)
Mass [kg] 0.68 0.97 0.638 0.767 1.127

Comp [mm/N] 55 97 51.44 51.9 48.58
Performance 2.67 1.06 3.04 2.51 1.82

After the LTO study, one of the LTO designs (LB = 0.05, UB = 0.6) has been transformed
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to an .STL file in order to be sent to the metal 3D printer. Figure 5 shows the FE model of the
design (left) and the .STL geometry generated in 3DXpert (right). The selection of the design
among all the ones studied is arbitrary, the only requirements are that it should be a mixed
solid-lattice design with a high enough number of lattices, in order to see if the 3D printer runs
into problems. The 3D printer is a ProX DMP 320 from 3D Systems, which allows to print
components up to 275x275420 mm, in different metal and ceramic options. The printing layer
thickness is set to 5µm, although other thicknesses are also possible. The intention is to finalize
this research by 3D printing the prototype shown in Figure 5, verify its manufacturability and
perform a test in order to validate its stiffness.

Figure 5: Example of lattice design (left) and STL file for sending to the 3D printer (right)

4 CONCLUSIONS

This study proposes a general methodology to design lattice topology optimized engineering
components, that can be fabricated through additive manufacturing (AM) techniques. Topology
optimization (TO) is a discipline that is heavily related to AM, however the manufacturability
of TO designs is not trivial or straightforward. It always requires the explicit definition of man-
ufacturing constraints in the optimization problem, and usually even extra iterations between
the design and manufacturing experts. Lattice topology optimization (LTO) is introduced in
this paper as an alternative to traditional TO in order to ease the manufacturability of designs,
avoiding the classical problems of TO. The results show that the performance of LTO designs is
consistently higher than in TO designs where manufacturing constraints are set. Moreover, LTO
assures the manufacturability of the designs even if manufacturing constraints are not explicitly
defined in the optimization. On the other hand, the main drawback of LTO is that it requires
an extensive knowledge from the designer, in order to tune some specific key parameters of the
LTO such as the lattice type, the porosity or the upper and lower bounds of the lattice fill.
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1 INTRODUCTION

One important advantage of Additive Manufacturing (AM) in relation to optimization for

lightweight construction is that there is a reduction in manufacturing constraints compared to

classical manufacturing methods [5]. To make full use of these advantages and to exploit the

resulting potential, the components previously have to be designed using optimization (see [5]).

Against this backdrop, a Mixed Integer Program (MIP) is developed in order to be able to use the

methods of Technical Operations Research (TOR) in the context of Topology Optimization (TO)

on the basis of a fitted Ground Structure Method (GSM) for lattice and truss structures. In

addition, an optimization-oriented construction workflow (see figure 3) is developed in order to

fully exploit the advantages in design freedom of AM. As shown in figure 3, this work addresses

three interdisciplinary sub-areas; Operations Research (OR), AM as the manufacturing method

and a link between this sub-areas in the form of a Computer Aided Design (CAD) solution,

resulting in a TOR application.

Thematically, the problem concentrates on the application of OR methods to engineering

issues and thus contributes to the generation of interdisciplinary expertise between the OR and

the engineering sciences. TOR is a bridge discipline combining elements from mechanical

engineering, computer science, mathematics and business administration.

2 MODEL

Section 2 is divided into three subsections. In subsection 2.1, the geometric structural con-

ditions of the planned lattice structure are initiated, whereupon the mechanical relationships in

a lattice structure are introduced in subsection 2.2. Building on the previous two subchapters, a

MIP model is presented in subsection 2.3.

1
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2.1 STRUCTURE

The geometric structural conditions of the three-dimensional lattice structure (see figure 1,

left) are based on the definitions for a two-dimensional lattice structure as in [9]. In this subsec-

tion, as a continuation of [9, 10], all definitions of the Ground Structure (GS) are described for

a three-dimensional lattice structure, see figure 1, right.

Let A be the assembly space of an additive manufacturing machine, represented by a poly-

hedron as an open subset of R3. Let V⊂ A be the reference volume to be replaced by a lattice

structure and ¬ V= A\V the difference between the assembly space A and the reference vol-

ume V (3-orthotope or hyperrectangle). Let L⊂V be the convex shell C of the lattice structure

created by optimization, hence the convex shell can be regarded as the volume of the actual

required installation space for the optimized lattice structure, including the difference between

the convex shell and the actual volume defined as L′. Analogous to the previous definitions,

¬ L = V\L is the difference between the reference volume V and the convex shell L, leading

to L ⊂ V ⊂ A. L and V, as by defining A, are represented by a polyhedron, which consists

of the lattice structure (or free space). The differentiation of the installation space is done for

minimization of V in order to save computing effort.

Alternatively, a minimum bounding 3-orthotope (bounding box) B can be set as the volume

of the actually required installation space to build the optimized lattice structure including the

difference L between the 3-orthotope and the actual volume. In this case the difference is

defined as L′. Assuming L
′ is the actually required installation space, it applies L′ ⊂ L

′ ⊂ L′.

The GS is shown in figure 1 with a set of connecting nodes V = {1, . . . ,64} with the poly-

hedron being equal to a hyperrectangle. It follows that - for the sake of an simple GS example

- C≡ B and L
′ ≡ L′. Bt,i, j is a binary variable indicating whether a bar of type t ∈ T is present

between i ∈ V and j ∈ V . The angle range of a bar (see figure 2) is set to 45◦ in relation to a

local coordinate system centred on one node v ∈V so that ri, j,x,ri, j,y,ri, j,z ∈ {0,
√

2
2
,1} applies.

By setting the angles to 45◦ and using Selective Laser Sintering (SLS) as the manufacturing

method, only restrictions in terms of boundary conditions for bar thickness and length have to

be modelled. For other manufacturing methods additional constraints have to be implemented

and/or the GSM has to be adapted, see figure 3.

Figure 1: (Left) Illustration of the system boundaries. (Right) Illustration of the ground

structure method

2
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2.2 STATIC TRUSS TOPOLOGY DESIGN

The MIP model T T DL uses beam theory for structural mechanics and constant cross sec-

tions, see [3] and figure 2. We assume a beam to be a structure which has one of its di-

mensions much larger than the other two so the kinematic assumptions of the beam theory

(cf. [3]) apply. It follows that the cross sections of a beam do not deform in a significant

manner under the influence of transverse or axial loads and therefore the beam is assumed

to be rigid. If deformation is allowed, the cross sections of the beam are assumed to re-

main planar and normal to the deformed axis of the beam. Besides allowing no transverse

shearing forces and bending moments, the displacement functions depend on the coordinates

along the axis of the beam ū1(zi) ∈ R, ū2(zi), ū3(zi) = 0 [3]. The normal force is defined by

Ni, j(x1) = Fi, j =
∫

A Q11(x1,x2,x3)dA, where x1,x2,x3 are the spatial coordinates of the cross

sections and Fi, j is the variable of the MIP, with corresponding parameter ct ∈ R+, see table 1.

Following the previous statement transverse shearing forces and bending moments have been

simplified. The only external loads allowed are concentrated forces acting on nodes. Line and

area loads are simplified by concentrated forces. We claim a linear-elastic isotropic material,

with the given deformation restrictions causing no transverse stresses to occur Q22,Q33 ≈ 0. By

Hooke’s law, the axial stress Q11 is given by Q11(x1,x2,x3) = Eu′1(x1), allowing only uni-axial

stress.

Figure 2: Reference truss Bt̃,i, j and related local coordinate systems FWPx̌,y̌,ž , FWPx̂,ŷ,ẑ

2.3 MIP MODEL TTDL

The model and descriptions in this subsection are based on a previous work [10]. The objec-

tive function is to determine a statically determined lattice structure, which is minimal in terms

of costs, volume and material consumption under the influence of external forces. Possible bar

positions in space are determined by the introduced GSM, cf. subsection 2.1. The GS is in-

fluenced by external forces exerted perpendicular, depending on the given load case. The input

3

195



Christian Reintjes, Ulf Lorenz

Table 1: Decision variables, parameters and sets

Symbol Definition

Bt,i, j ∈ {0,1} Binary variable indicating whether bar of type t ∈ T is present be-

tween i ∈V and j ∈V

Fi, j ∈ R Flow of forces between nodes i ∈V and j ∈V

xi, j ∈ {0,1} Binary variable indicating whether a bar is present between nodes

i ∈V and j ∈V

Li,x,Li,y Level number measured from the reference node i = 1 in the direc-

tion of space x or y

Ri,z Bearing reaction force in z direction

X ,Y,Z ∈ N Length, width and height of the assembly space stated as the num-

ber of connection nodes

ri, j,x,ri, j,y,ri, j,z

∈ {0,
√

2
2
,1}

Force component at node i relative to the reference plane x,y,z,

caused by beam structure between i ∈V and j ∈V

V = {1, . . . ,XY Z} Set of connecting nodes (possible truss joints)

T = {0,1, . . . ,s} Set of different beam types

ct ∈ R+ Capacity of beam type t or allowable normal stress σN = σallow of

a certain beam type t

M ∈ R Big M - maximum capacity of the most robust beam type

costt ∈ R Cost of beam type t

Qi,x,Qi,y,Qi,z ∈ R+ Force component in x,y or z direction of the applied concentrated

load at node i ∈V

NB(i)⊆V Set of neighbouring nodes of i

NBx(i),NBy(i),
NBz(i)⊆ NB(i)

Set of neighbouring nodes of i which have a force component in

x,y or z direction in space

B ⊆V Set of nodes acting as bearings

parameters of the MIP are the load case and the sizing of the reference volume V. The sizing

(assembly space of the AM machine) is determined by the variables x,y,z ∈ N.

The variables represent the number of nodes in the respective spatial direction in space.

Taking into account the length of a beam element Bt,i, j the dimensions of the assembly space

are given. Furthermore a set of bearings NB is assigned. Each bearing NBi is assigned to

position BLoci and a maximum permissible load in the respective spatial direction in space

BCapi. The position of bearing NBi in space corresponds to the indexing of the node at the

4
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position, and the maximum permissible load BCapi to the maximum permissible load of the

bearing for a static load case.

The minimization of costs in the target function represents a minimization of the required

construction volume and material, since these sizes are decive for the costs. Specifying the

equilibrium of forces as hard constraints and the cost per bar type as a soft constraint - resulting

from bar volume and material specification - seems reasonable, since a linear formulation is

necessary due to the MIP and the objective function can thus be kept simple. Ancilliary, no

cost differences need to be taken into account in the assembly effort per bar type in AM, as it is

the case in classic construction applications (e.g. bridge construction) due to standard fasteners

and time differences during assembly. The very important phenomena of AM "complexity for

free" is to be fully exploited by the objective function, to achieve a holistic design approch and

overcome conventional manufacutring constraints, see [6]. If the model is formulated for clas-

sical construction applications, the influence of standard fasteners and time differences during

assembly can be considered by penalty parameters related to the parameter costt . A formula-

tion of the equilibrium of forces as a soft constraint and cost per bar type as a hard constraint

is not practicable, since then the assumptions (see subsection 2.2) do not apply and a formu-

lation of the potential energy stored in all bars, given by the compliance, is necessary as soft

constraint and the description of the equilibrium of forces as a function of compliance as a hard

constraint. This leads to a nonlinear problem TTDNL, which is equvalent to the semidefinite

problem TTDSD [7]. The result of the optimization (assembly) is corrected in the CAD tool

called construcTOR by an overlay check of the solid and surface objects. Sphere surfaces are

added and overlapping material dispensed at the intersection points, see section 4.

Conditions (1) to (3) determine a force equilibrium at every node of the GS for the external

forces Qi and active forces Fi, j of the beam elements in all spatial directions in space. Each node

i considers its direct neighbouring nodes NBx,y,z(i) for the whole GS, so that NBx,y,z(i) ⊆ V

applies and three equations ((1) to (3)) are necessary. The external forces are considered as

force components Qix,y,z depending on the global spatial direction in space, see subsection 2.2.

The decomposition of the forces in direction x,y and z is obtained by applying the appropriate

trigonometric function to the angle of revolution in relation to the principal axis (see e.g. ri, j,x).

Constraints (4) and (5) define the statical area moment which results from the external forces

and the bearing reaction forces Rk,z. Analogous to restrictions (1) to (3) all three spatial direc-

tions in space are considered, whereat one is obsolete since only pure vertical forces are exerted.

Thus, only two moment equilibrium conditions are given. Constraints (3) (see Rz,i), (4) and (5)

unify the external and internal statical determinacy. Constraints (6) and (7) are of use for the

necessary lever arms and define the specific positions Li,x, Li,y of a node i in the assembly space:

Li,x, Li,y are defined as numbers of levels - with regard to the respective direction - measured

from the origin of the coordinate system (L1,x = L1,y = 1).

Constraint (8) ensures that only applied beams can transfer forces. Constraint (9) represents

Newton’s third law and constraint (10) limits the force in a beam with regard to the permissible

force of the used beam type, whereas constraint (11) guarantees that a specific beam type is

selected if a beam is used. The two last constrains demand a used beam to go both ways (13)

and finally constraint (14) sets the bearing reaction forces of non-bearing nodes to zero.

5
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A MIP is chosen as the starting point for modelling the real-word problem Truss Topology

Design (TTD), as there are multiple options for which soft- and hard constraints to choose be-

sides a variety of available solvers (e.g IBM Ilog Cplex). Based on this, other optimization

approaches can be developed. With regard to the MIP it is important to include external heuris-

tics especially starting solutions in the solution strategy and to develop lower and upper bounds.

min ∑
i∈V

∑
j∈V

∑
t∈T

Bt,i, j · costt

s.t. ∑
j∈NBx(i)

Fi, j · ri, j,x +Qi,x = 0 ∀i ∈V (1)

∑
j∈NBy(i)

Fi, j · ri, j,y +Qi,y = 0 ∀i ∈V (2)

∑
j∈NBz(i)

Fi, j · ri, j,z +Qi,z +Ri,z = 0 ∀i ∈V (3)

∑
i∈V

Qi �=0

Qi,z · (Li,y −L j,y)+ ∑
k∈B

Rk,z · (Lk,y −L j,y) = 0 ∀ j ∈ B (4)

∑
i∈V

Qi �=0

Qi,z · (Li,x −L j,x)+ ∑
k∈B

Rk,z · (Lk,x −L j,x) = 0 ∀ j ∈ B (5)

Li,x = (i mod (xz−1)) mod x ∀i ∈V (6)

Li,y =

⌊
i−1

xz

⌋
∀i ∈V (7)

Fi, j ≤ M · xi, j ∀i, j ∈V (8)

Fi, j =−Fj,i ∀i, j ∈V (9)

Fi, j ≤ ∑
t∈T

ct ·Bt,i, j ∀i, j ∈V (10)

Bt,i, j = Bt, j,i ∀i, j ∈V, t ∈ T (11)

∑
t∈T

Bt,i, j = xi, j ∀i, j ∈V (12)

xi, j = x j,i ∀i, j ∈V (13)

Ri,z = 0 ∀i ∈V \B (14)

xi, j,Bt,i, j ∈ {0,1} ∀i, j ∈V, t ∈ T (15)

3 WORKFLOW - TOR TO PART CHAIN

As shown in figure 3, the process is twice iterative. The AM method (see lower left) influ-

ences the restrictions of the TTD model and vice versa, which is necessary as the manufacturing

constraints of the various AM processes must be taken into account (e.g. min. layer thickness,

max. overhangs). Furthermore, the designer should be able to control the results of the opti-

mization (.sol) through the assembly (.iam) automatically generated by the CAD tool and by

the implementation of numerical methods (Finite Element Analysis (FEA)). Either the design

6

198



Christian Reintjes, Ulf Lorenz

results are not sufficient, so that the boundary conditions of the TTD have to be adapted, or

the assembly can be manufactured straightforward with AM. The processing step TTD encom-

passes all optimization methods available or planned to TOR.

In relation to the TTD model (in this case TTDL), instance variables such as the load case,

material specifications and the installation space are specified. The instance variables represent

the specifications that are necessary to describe the respective loading case. The aim is to use a

TOR at the first chronological level of the design process implemented by a MIP and an adapted

GS. Subsequently, the optimization results of the MIP are converted into an assembly (.iam) by

a CAD tool. The design results can afterwards be subjected to a FEA. Finally, the AM can be

used to produce the lattice structure. As can be seen in figure 3 (overlapping of the areas TOR,

CAD and AM), the CAD tool is the data interface from TOR to AM and from optimization

software (e.g IBM Ilog Cplex) to model analysis and Finite Element Method (FEM) software.

An automated process chain has been implemented. This work puts the workflow into practice

using the processing steps marked in red (TTDL, CAD tool, FEA, SLS). The TTD is imple-

mented by a MIP, following the workflow the CAD tool is used and a FEA takes place (see

figure 5). Last a functional prototype is manufactured with SLS, in detail plastic laser-sintering

and the AM machine EOSINT P 760.

A fundamental idea of TOR is to build tools such that engineers can formulate a problem

without the necessity to interact directly with various sorts of optimization types and algorithms

and solve them supported by tools, e.g. a CAD tool in cooperation with a MIP solving prob-

lems of the field solid mechanics [10] or an algorithmic system design of thermofluid systems

[11]. This necessitates the development of tailored modelling languages for describing prob-

lem instances as well as interfaces to navigate and explore the solution space in a user-friendly

manner.

With regard to the TTD, various optimization types appear to respectively offer value for

engineering. Beside the problem of optimium TTD with subject to equilibrium of forces and

stress constraints based on the GSM (see [1]), a mixed integer linear model, a model with

quadratic formulation and a semidefinite model have their own advantages [4]. These models

can be partly extended for discrete bar thicknesses, vibrations, active elements, multiple load

cases, time-invariant systems and an uncertainty set implemented by an ellipsoid containing

nominal loads (cf. [4, 7]). The control of uncertanties in load-bearing lattice structures with

the use of mathematical models and methods and the optimal combination of passive and active

structural elements within lattice structures appear to be of particular importance for mechanical

engineering [7]. For this reason, the aim is to extend the workflow, and thus to offer greater

added value for engineers.

4 CAD TOOL

Current design methods and CAD tools are not tailored for the shape of additive manu-

factured lightweight lattice structures and are not yet optimized to achieve the great potential

offered by AM. The innovation in manufacturing technology is not yet followed by an adaption

in design and CAD software and tools [2]. It is necessary to develop tools (Add-In) for CAD

standard software tailored for AM. For the comparison of CAD programs and their differences

7
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Figure 3: Iterative workflow using the methodologies of TOR for construction for AM

regarding design methodology and file formats to increase performance, reference is made to

[2]. In this paper our design methodology to realise a TOR to CAD workflow is described, us-

ing existing file formats and a bottom-up construction with part and assembly modelling using

our own ANSYS SpaceClaim extension.

The following variables are stored in table 1. The construcTOR routine iterates over the hy-

perrectangle V represented by the number of connection nodes (MIP)/working points (CAD)

(WPx,y,z) to reproduce the assembly space. Afterwards an iteration over the set of connection

nodes takes place, evaluating whether a beam is to be constructed to one of the neighbouring

working points. The DrawBar function constructs a bar using two working points and the mate-

rial M arguments. Two local coordinate systems (FWPx,y,z) are needed at the respective working

points, with the relative and absolute relation to the global coordinate system. On the line seg-

ment (LWPx,y,z), a plane (PWPx,y,z) is orthogonally created with a circle (CWPx,y,z) as base and a

working point as center. The base is extruded along the line segment to get the volume body

BWPx,y,z . The Material M with corresponding modulus of elasticity is selected identical to the

MIP.

As can be seen in figure 4 right, material overlaps (red) and unwanted free spaces (green)

can inevitably occur due to the connection of beam elements with variable diameters at the

intersection points. In accordance with [8] in the case of round bars, it is necessary to correct

the intersection points between the bars, see figure 4 left. A sphere solid needs to be added at

the intersection points to fill the missing space. The radius of added sphere surface should be

at least equal to the radius of bars [8]. The overlapping objects are segregated through splitting

the overlapping object at their overlap limits. Only one of the previously overlapping objects

is retained, so that the topology including material distribution is merged (BWPx̌,y̌,ž). The sphere

surfaces Si,k,d are created as a function of working point i, the maximum bar diameter dmax

and a scaling factor k, so that Si,k,d = k · dmax applies. This makes the assembly ready for

additive manuracturing, but local stress concentrations caused by the crossover of the sphere

8

200



Christian Reintjes, Ulf Lorenz

Function 1: construcTOR routine, sketched

Function construcTOR(MIP solution, M)
input : solution and instance data of the MIP (.sol), material M; IBM Ilog Cplex

output : a lattice structure as assembly (.step); Ansys SpaceClaim

/* create reference volume V existing of V points */

1 foreach x ∈ {1, . . . ,X} do

2 foreach y ∈ {1, . . . ,Y} do

3 foreach z ∈ {1, . . . ,Z} do

4 WPx,y,z :=WorkingPoint.Create(x,y,z);

end

end

end

/* create all bars */

5 foreach v ∈V do

6 foreach j ∈ NBv do

7 if xv, j == 1 && v < j then

8 DrawBar(v, j, Pt,i, j, Bt,i, j, M);

end

end

end

end

Function 2: function DrawBar, sketched

/* create a bar with circular profile; merge the topology; add sphere

surface at intersection point */

Function DrawBar(WPx̌,y̌,ž, WPx̂,ŷ,ẑ, Pt,i, j, Bt,i, j, M, Si,k,d):

1 FWPx̌,y̌,ž ← Frame.Create(WPx̌,y̌,ž);

2 FWPx̂,ŷ,ẑ ← Frame.Create(WPx̂,ŷ,ẑ);

3 LWPx,y,z ← Line.CreateThroughPoints(WPx̌,y̌,ž, WPx̂,ŷ,ẑ);

4 PWPx,y,z ← Plane.Create(WPx̌,y̌,ž, LWPx,y,z);

5 CWPx̌,y̌,ž ← Profile.Create(FWPx̌,y̌,ž , PWPx,y,z , LWPx,y,z , Pt,i, j, Bt,i, j);

6 BWPx̌,y̌,ž↔x̂,ŷ,ẑ ← Body.ExtrudeProfile(CWPx̌,y̌,ž , LWPx,y,z);

7 BWPx̌,y̌,ž↔x̂,ŷ,ẑ ← MaterialProperty.ElasticModulus(BWPx,y,z , M);

8 BWPx̌,y̌,ž↔x̂,ŷ,ẑ ← Body.MergeTopology(BWPx,y,z);

9 BWPx̌,y̌,ž↔x̂,ŷ,ẑ ← Body.Surface.IntersectCurve(BWPx,y,z ,Si,k,d);

return BWPx̌,y̌,ž↔x̂,ŷ,ẑ

9
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surface are expected for the FEA. The postprocessing of the intersection points is segregated

considered in CAD. On one hand, the problem appears to be inconvenient to solve with the

framework conditions of a MIP; on other hand, it contradicts the basic idea of TOR to offer

global optimization tools that detach themselves from a differentiated optimization idea (cf.

[11]).

Figure 4: (Left) Necessary postprocessing intersection. (Right) Preparing interference for

numerical analysis

5 RESULTS AND CONCLUSIONS

The results show the basic idea of TOR and that a MIP can be used to design additive manu-

factured lattice structures for lightweight construction. The possibility of a GS with a practically

relevant number of bars and a true to scale modelling of common assembly spaces of additive

manufacturing machines is shown. Using the provided approach assemblies with up to 2000

bars can be generated within a maximum of 12 hours. The example instance, see figure 5, is a

positioning of a static area load. 1 The computation time (manually interrupted) was 10 hours

51 min and 12 permissible solutions were determined, whereby the duality gap was 55.73 %.

The assembly space A of the additive manufacturing machine Eos Int P 760 was represented as

a polyhedron consisting of V = {1, . . . ,1928} connecting nodes, resulting from the dimensions

700× 380× 580 mm and a bar length of 20 mm for an non-angled bar. The reference volume

V was set to the dimensions 120× 120× 120 mm. Hence, there are 216 connection nodes in

V. The four corner points of the first plane in z-direction are defined as bearings. It is predeter-

mined that the top level in z-direction is fully developed with beam elements. The beam element

diameters 2, 4, 6 and 8 mm together with the associated ct ∈ R+ and costt ∈ R are passed as

parameters. Furthermore, the nonlinear material behaviour of the construction proposal was

investigated by means of a FEA analysis. Figure 5 (left) shows the boundary conditions and

1The calculation were executed on a workstation with an Intel Xeon E5-2637 v3 (3,5 GHz) and 128 GB RAM

using CPLEX Version 12.6.1. The CAD construction (Inventor 2017 Pro) as well as the FEM simulation (Ansys

18.2) was performed on a workstation with an Intel Core i7-4710HQ (2,5 GHz), NVIDIA GeForce GTX 860M

(4096 MB) and 16 GB RAM.
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Figure 5: (Left) FEA of the example instance. (Right) Additive manufactured part including

bearings, SLS; EOSINT P 760.

the deformation behaviour (total deformation) as a fringe plot. The number of bars could be

reduced from 3336 (entire GS) to 665, which is a reduction of 80.07 %.

Furthermore, the developed CAD tool construcTOR implemented in the developed work-

flow from TOR to part can contribute to solve the problem that current design methods and

CAD tools are not tailored for the shape of additive manufactured lightweight structures and

are not yet optimized to achieve the great potential offered by the technology AM [2]. The au-

tomated post-processing of the connection nodes, as demonstrated in section 4, leads to ready-

to-manufacture lattice structures.

6 OUTLOOK

The applied MIP in combination with the presented CAD tool is the first attempt to use the

methods of the TOR in the field of construction for AM. Based on this, other optimization ap-

proaches can be developed. With regard to the MIP it is important to include external heuristics

especially starting solutions in the solution strategy and to develop lower and upper bounds.

Typical process-specific geometrical limitations of AM technologies like delamination of lay-

ers, curling or stair-step effects should be minimized by formulating boundary conditions, so

that the part quality gets maximized. It should also be possible to minimize the material of the

support structure by minimizing the sum of the angles between the orientation of a particular

part and the direction of build.

We manufactured a prototype with SLS but in future a real part and practical loading case

shall be optimized with TOR and manufactured with direct metal laser sintering. A use case

including tree like support structures is of particular interest. For the CAD tool parallelism is

inescapable to increase the performance. Furthermore it should be possible to directly gener-

ate stereolithography files out of the MIP solution to bypass the CAD performance issues and

produce ready-to-manufacture lattice structures.
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Abstract. Lightweight structures based on lattice geometries are promising in 
multifunctional design of mechanical components. In fact they allow for the integration of 
different properties as lightness, impact energy absorption, thermal exchange and others. The 
modeling of lattice structures is generally complicated by the intrinsic geometrical shapes and 
specific methodologies that are needed to obtain reliable predictions in short time.  To design 
this kind of structures, topology optimization can be considered in order to find a preliminary 
configuration. However, the optimized pseudo-density field is often characterized by 
intermediate values over some regions. In this case, a suitable lattice material can be used to 
infill such regions by meeting the overall mass and equivalent elastic properties that can be 
assessed by a pertinent homogenization method (static load cases). In case of alternate loads, 
the same approach is used, followed by de-homogenization (or inverse homogenization) to 
determine the maximum stress levels on the most critical regions of the structure. 

 
 
1 INTRODUCTION 

The design of lightweight components for additive manufacturing processes of metals 
includes lattice structures with optimized topology and dimensions. Lattice structures have the 
potential to provide high strength/weight ratios, however they are characterized by severe 
issues about their practical application, especially regarding the evaluation of stress-strain 
distribution and the prediction of fatigue-related lifetime. 

The complex shape of lattice structures requires the use of detailed 3D finite element (FE) 
models to correctly predict stress and strain fields, thus implying a high computational cost. 
To overcome this issue, alternative modelling strategies are needed. The homogenization 
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method based on strain energy equivalency is used to calculate the 3D stress and strain fields 
in the region of mechanical components made of lattice material. The described calculation is 
applicable to hybrid structures too, where bulk material regions are also present. In the 
literature, several procedures based on the numerical homogenization method making use of a 
fully parametrized finite element (FE) model of the lattice representative volume element 
(RVE) can be found [1-5]. Other approaches, based on analytical or semi-analytical models 
applied to the lattice structures at the macroscopic scale, are often employed [6-10]. 

On the other hand, fatigue behaviour of engineered cellular structures is of outstanding 
importance due to local stress intensifications associated to notches with small connection 
radii. The number of notches in lattices is dramatically high, as well as the local points of 
potential cracks initiation. Investigation methods for fatigue of metals are applied to the lattice 
structure, with special focus to the Crossland’s criterion [11]. After identifying the most 
loaded homogenized cell, under the hypothesis of constant strain energy, the loading state of 
the real-shape octahedral cell is calculated. The inverse homogenization process applied to the 
equivalent homogeneous medium allows identifying the most critical cell of the region of the 
component made of lattice material. Finally, the fatigue strength at 106 cycles is evaluated and 
the failure requirement related to the Crossland’s criterion checked. 

The roll-over component for F1 racing cars has been modelled as case study, where the 
loading conditions imposed by the FIA (Federation Internationale de l'Automobile) normative 
are considered. The target technologies for the fabrication are those related to the additive 
manufacturing already investigated by the authors in terms of experimental characterization of 
samples [12, 13]. 

2 RVE LATTICE HOMOGENIZATION 
The lattice RVE considered in this work is the octahedral cell illustrated in Fig. 1. 
 

 
Figure 1: Lattice RVE and related geometrical parameters. 

 
By starting from the microscopic elastic properties of the material, a set of equivalent 

elastic properties of the RVE is calculated at the macroscopic scale by means of the 
homogenization method based on the strain energy of periodic media [4, 5, 14]. These last 
properties could be anisotropic despite the parent material is assumed isotropic, due to the 
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topology of the RVE. The considered homogenization method is based on the initial 
assumption of equivalency between the total strain energy of the periodic RVE and of the 
corresponding volume of the homogenized solid. The two domains are, indeed, subjected to 
the same deformation. The same technique has been already described by the authors in [4, 5, 
15]. Two main hypotheses are considered: the linear elastic behavior for the bulk material and 
the ineffectiveness of cells struts buckling. The elastic properties of the RVE are determined 
by imposing an appropriate set of periodic boundary conditions (PBCs). By imposing the six 
independent components of the average strain tensor, through the PBCs on the RVE, the 
stiffness tensor [C] of the lattice cell at the macroscopic scale is calculated as follows: 

 
where {σ} and {ε} are the volume-averaged stress and strain fields, respectively. Finally, by 
computing the compliance matrix the elastic properties of the homogenized solid cell are 
obtained as 

 
where Ei are the Young’s moduli, Gij are the shear moduli and νij are the Poisson’s 
coefficients. 

2.1 Numerical validation 
The results of the homogenization are validated by the comparison with the results 

predicted, in terms of elastic properties, by a full-3D FE model of lattice structure composed 
by 5x5x5 cells. The material considered for the validation is the Ti-6Al-4V alloy. The lattice 
structure is constrained at one side and the same x-displacement is imposed to all the nodes of 
the opposite side as represented in Fig. 2. The force-displacement curve referred to the 
macroscopic domain is calculated as well as the stress-strain curve at the microscopic scale at 
some nodes. The comparison of results, in terms of the values of E1,2,3, provided by the 
homogenization method applied to the RVE and those resulting from full-3D FE model is 
reported in Table 1. The errors are mainly due to the limited number of cells composing the 
sample and the associated (unavoidable) edge effects. 
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Figure 2: 3D-full FE model of lattice structure with 5x5x5 cells. 

 
Table 1: Comparison between Young’s moduli resulting from homogenization and from the full-3D FE 

model. 

 E1 (MPa) E2 (MPa) E3 (MPa) 
Homogenized RVE 8589 3662 8589 

3D-full FE RVE model 9804 3850 9804 
Error 12.4% 4.9% 12.4% 

3 DE-HOMOGENIZATION APPLIED WITH CYCLIC LOADING 
The hybrid component, shown in Fig. 3, is studied in presence of alternate cyclic loading 

conditions. The roll-over structure is subjected to severe restrictions due to the homologation 
procedures (Arts. 15.2, 17 of the 2018 FIA-F1 Technical Regulations). 

The preliminary topology optimization of the component is obtained by means of the 
commercial tool OptiStruct® with mass as target function to minimize subject to requirements 
on the overall strain energy. The static stress level is used as a further design criterion.  

a)  b)  c)  
Figure 3: The roll-over F1 structure : a) initial shape with design (pink) and non-design (yellow) regions for 

topology optimization, b) geometry after topology optimization, and c) final geometry after hybridization with 
lattice region. 
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The optimized topology is modified by introducing a lattice-shaped region where 

intermediate pseudo-density values occur, corresponding to the lateral surfaces of the 
component. Two static simulations are conducted, by imposing respectively the mean and 
maximum load levels of the corresponding alternate load cycle acting on the component. The 
linear elastic response of the material and the high-cycle fatigue behavior are assumed as 
basic hypotheses. The FE models are created by using 3D structural elements for the massive 
regions of the volume and homogenized solid elements with equivalent elastic properties in 
correspondence of the lattice region (Fig. 4).  

 

a)   b)  
Figure 4: Numerical simulation of hybrid component: a) massive regions and homogenized solid elements in 

static field, x-strain result, and b) stress field of the homogenized region and critical cell. 
 
The stress results are obtained and used to identify the most critical zone of the lattice 

region. Then the macroscopic strain field is used to perform the de-homogenization 
procedure, i.e. the components of the strain tensor are applied to the lattice RVE at the 
mesoscopic scale by means of the PBCs. The most critical region at the mesoscopic scale is 
then defined as illustrated in Fig. 5. The criterion to identify the critical design point can be 
the maximum Von Mises equivalent stress, the maximum strain energy, or other depending to 
the material properties and applied loading conditions. 

 
Figure 5: Result in terms of equivalent Von Mises stress distribution on the RVE real shape after de-

homogenization technique. The most critical region is defined according to a suitable criterion. 
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After defining the critical point of the hybrid structure, the 3D stress field in this point is 
defined in terms of normal and tangent stress components. By combining the two static 
simulations, the mean and maximum stress levels per every stress component are obtained. 
These stress levels are then used as input data for the multi-axial fatigue verification method 
in order to verify the component strength under a given number of cycles. The component, in 
particular, has been verified up to 106 cycles by using the Crossland’s multi-axial fatigue 
criterion. 

4 CONCLUSIONS 
The homogenization technique has been used to determine the equivalent elastic properties 

of the lattice RVE. The application of the de-homogenization method to the most critical cell 
of the component allows calculating the real 3D stress and strain distribution in the most 
critical lattice cell. In case of alternate loading, the combination of two static simulations can 
provide, as demonstrated in the case study described, the mean and maximum values of the 
stress components in the multi-axial 3D field of the lattice cell. These data are the basic 
information needed to apply multi-axial fatigue criterion for hybrid components verification 
under fatigue. 
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Abstract. In this research, an optimization design of the lattice structure is investigated, which
is based on the ground structure method. In recent years, as a result of rapid development
of additional manufacturing technology, it has become possible to manufacture complicated
shapes including periodic lattice structure. However, in real metal lattice samples, geometric
imperfections may exist in every unit because of the stochastic influence of feasible processing
path. In this study, a new ground structure method which does not leave elements with small
cross sectional area was proposed. In particular, the effect of geometric constraints caused
by additive manufacturing techniques on optimized results are discussed based on the robust
topology optimization combining perturbation methods for quantifying uncertainty. In the end,
a robust topology optimization was also discussed as a problem to minimize expected value and
standard deviation of compliance.

1 INTRODUCTION

Recently, due to the dramatic advance of additive manufacturing technology for metals using
laser beams, more precise and complicated structures can be produced easily. For example,
the micro-lattice structure which contains slender beams with a dimension of micrometre can
be fabricated by using a metal 3D printer based on Selective Laser Melting (henceforth, depict
as SLM) technology. As a result, many researches on topology optimization for lightweight
structure produced by 3D printers have been published in many journals. However, the metal
3D printer cannot produce any shapes, and there are some geometrical constraints for producible
shapes. If some constraints cannot be satisfied, large amount of geometrical imperfections that
cannot meet the requirements and lack of mechanical response would be observed. Besides,
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since the lattice structures are composed of slender beams, the optimized results obtained by
ground structure method can be applied directly as a final product. Also, in the ground structure
method, the numerical model is composed of 2D beams and trusses, the numerical algorithm
becomes more simple than the conventional optimization methods for continuous model.

In our study, an optimization design of the lattice structure is investigated, which is based on
the ground structure method, and the effects of structural robustness on the optimized results
were discussed as a problem to minimize expected value and standard deviation of compliance.

2 ANALYTICAL METHOD

2.1 Conventional ground structure method

The ground structure method is one of the optimization method that finds the optimum
structure excluding unnecessary elements in the frame structure in which each node is connected
by a large number of beam elements. The conventional ground structure method sets the cross-
sectional area of each member by using the following equation;

Ae = αe Amax , 0 ≤ αe ≤ 1 (e = 1,2, . . .,Ne) (1)

In Eq.(1), Ae is the cross-sectional area of each beam element, Amax is the maximum cross-
sectional area, αe is the design variable of each element of element number e changing between
0 and 1, and Ne is the number for all elements. In our optimization algorithm, the cross-sectional
area of each element was optimized by changing the design variable α =

{
α1, α2, . . ., αNe

}
.

The optimization problem dealt with in this research is formulated as the following problem
which minimizes the compliance C of the whole structure under a volume constraint W ;

minimize C (α) = dTKd

subject to W (α) =
Ne∑

e=1
W(αe) ≤ W

0 ≤ αe ≤ 1 (e = 1,2, . . .,Ne)

(2)

In Eq.(2), K is the overall stiffness matrix and d is the nodal displacement vector. W(α) is the
total volume of the member, and W is the constraint value of the total volume.

2.2 Ground structure method applying three-phase material model

As described in Section 2.1, the ground structure calculation is a method for finding the
optimum structure by regarding the cross-sectional area of each member as a design object.
However, this method does not necessarily provide a simple shape consisting of thick elements
only, and some thin elements would remain. Therefore, in order to eliminate such thin whose
design variable αe has a value between 0 and 1 effectively, Eq.(3) is generally used to calculate
the cross section as;

Ae = α
p
e Amax , 0 ≤ αe ≤ 1 (e = 1,2, . . .,Ne) (3)

2

213



Yusuke Koike, Kuniharu Ushijima and Junji Kato

As compared with Eq.(1), Eq.(3) has an exponent p for αe. Equation (3) is simple and easy to
be programmed, but there is an unavoidable problem for fabricating the optimized shape, since
there are no restriction of the minimum size for Ae.

On the other hand, as for the cross-sectional area Ae for struts in a lattice fabricated by SLM, it
can be designed freely within the range Amin ≤ Ae ≤ Amax. However, in the method for calculating
the cross-sectional area of each beam element by using Eq.(3), the cross-sectional area would
converge to 0 or Amax. Based on this fact, a new formula for controlling the cross-sectional area
is used as follows;

Ae = β
p
e {(1−αe)Amin+αe Amax} (4)

This equation is based on the theory of three-phase material model proposed by Kato et al.[1]
Since it is not restricted that the cross-sectional area of the beam element is between Amin and
Amax, no penalties is set for the design variable αe. On the other hand, since the design variable
βe has a penalty, it is unlikely that there is an element whose cross-sectional area is less than
Amin.

In this paper, the minimum producible diameter is set to 0.2 mm, so the minimum cross-
sectional area can be calculated as Amin = 0.031416mm2. In addition, the maximum productable
diameter is 0.4mm, and the maximum cross-sectional area is set to Amin = 0.125665mm2.

2.3 Robust optimization method

In a real metal lattice specimen, it contains some geometric uncertainty and does not always
have the rigidity as designed. So, in this research, we performed robust optimization, assuming
that Young’s modulus E of each beam element contains uncertainty. The Young’s modulus E
of the beam element is modeled by an uncorrelated normal distribution such that the standard
deviation σ is 10% of the averaged Young’s modulus.

In our robust optimization, Eq.(5) is used instead of the objective function in Eq.(2) as;

minimize Ĉ =
wE
µ∗

E [C]+ 1−wE
σ∗ Std [C] (5)

Here, E[C] and Std[C] represent the expected value of compliance and the standard deviation of
compliance, respectively. Considering that the Young’s modulus of each element is uncorrelated,
E[C] and Std[C] are respectively obtained by Eq.(6) as;

E[C] = f Td0+σ
2
∑

i

dT
i K0di

Std[C] =

���
f T

(
σ2

∑
i

did
T
i

)
f

(6)

Here, µ∗ is the value of E[C] for (wE/µ∗, (1−wE)/σ∗) = (1,0) , and σ∗ is the value of Std[C] for
(wE/µ∗, (1−wE)/σ∗) = (0,1). Also, the paramter wE is a constant arbitrarily defined between
0 and 1 and adjusts the weight of the expected value and standard deviation of compliance in
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the objective function. In this paper, wE is varied between 0 and 1, and the influence of the
difference in the objective function on the optimized result is examined.

The sensitivity to the design variable αe in the objective function defined by Eq.(5) can be
calculated from Eq.(7);

∂Ĉ
∂αe
=− wE
µ∗

{
dT

e0
∂K e0
∂αe

de0+ ζ
T
e
∂K e0
∂αe

de0 +σ
2
∑

i

(
dT

ei
∂K e0
∂αe

dei +2dT
ei
∂K ei

∂αe
de0

)}

− 1−wE
σ∗Std[C]

{
σ2

∑
i

f Tdi

(
dT

e0
∂K ei

∂αe
de0+2dT

e0
∂K e0
∂αe

dei

)} (7)

Here, parameters di, K i and ζ in Eqs.(5) and (6) can be found in reference[2]. The sensitivity
to the design variable βe is also determined in the same method as αe.

Robust optimization can be summarized in the form of the following algorithm:

1. Set initial model data (shape, material characteristics, boundary conditions). Determine
the initial value of the element design variables in vectors α and β.

2. Assemble the stiffness matrix K0 without uncertainty.

3. Structural analysis is performed using K0 to solve the displacement vector d0.

4. Assemble K i and solve for di and ζ .

5. Evaluate the expected value and standard deviation of compliance using Eq.(6).

6. Compute the sensitivity of the objective function using Eq.(6).

7. Update the element design variables in vectors α and β using OC method.

8. Check convergence; if not converged go to step 2.

2.4 Boundary conditions and physical property values

In this study, an optimization design is conducted or the core part (shown in pink) in a
sandwich structure subjected to three-point bending load as shown in Fig. 1(a). As a boundary
condition, a 1/4 model as shown in Fig. 1(b) was used by considering a geometrical symmetry.
A sandwich structure with a core of BCC lattice structure as shown in Fig. 2 is used as the base
model. In this study, the volume constraint is set to 208.96mm3 according to the volume of the
core part when the diameter of all beam elements in the BCC lattice structure shown in Fig. 2 is
0.2 mm. In addition, the dimensions and physical properties of each part are shown in Table 1
below.
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(a) Schematic of three-point bending condition (b) Boundary condition applied in FEM
Figure 1: Analysis model

Figure 2: Layout of BCC lattice structure before optimization

Table 1: Values of geometrical and material parameters
The length of between indenters l 64 mm

The length of the sandwich beam L 80 mm
The width of the sandwich beam w 10 mm

The thickness of core tc 7.5 mm
The thickness of facesheet t f 1 mm

External force P 100 N
Young’s modulus of the core and facesheet E 180 GPa

Poisson’s ratio of the core and facesheet ν 0.3

3 ANALYSIS RESULTS

3.1 Effect of proposed equation on cross-sectional area range

Figure 3 shows the optimization results of the existing method by using Eq.(3) and the
proposed method using Eq.(4). In addition, Fig. 4 shows a histogram of the number of beam
elements in each section area.

The optimization discussed in this section does not use the robust optimization method
according to Eq.(5), but uses the objective function shown in Eq.(2).

The optimized structure obtained by the conventional method with p = 1 has beam elements
with small diameter. Some of the struts are not satisfied the minimum condition Amin ≤ Ae, so
they cannot be fabricated by SLM. The optimized structure obtained by the existing method with
p = 2 has a convergence in cross section of almost all elements to 0 or the maximum, and the
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compliance C increase in comparison with the case of p = 1. On the other hand, the optimum
structure obtained by the proposed method has elements with various cross-sectional areas, and
there are no elements whose area is less than Amin. In addition, the compliance C is almost the
same as the conventional method with p = 1.

(a) Conventional method with p = 1 (C=3.786) (b) Conventional method with p = 2 (C=4.138)

(c) Proposed method (C=3.799)

Figure 3: Comparison of results in each method
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(a) Conventional method with p = 1
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(b) Conventional method with p = 2
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(c) Proposed method

Figure 4: Histogram of the number of beam elements in each section area
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3.2 Robust optimization results

The effects of the weights of the objective function on the optimal shape are compared in
Fig. 5. Figure 5(b) shows the optimum structure obtained by wE = 1.0, namely, the analysis that
minimizes the expected value of compliance. It is almost the same as the optimal structure by
deterministic optimization shown in Fig. 5(a). In addition, by comparing results shown in Figs.
5(b)–(d), it can be confirmed that as the value of wE decreases, the number of beam elements
with large cross-sectional area would decrease and the total number of beam elements increases.

Figure 6 shows the effect of the weighting factor wE on the objective function. As shown in
Fig. 6, the expected value of the compliance decreases and the standard deviation of compliance
increased as wE increases. Therefore, the expected value of the compliance and the standard
deviation are in a trade-off relationship, and the balance can be arbitrarily determined by
designers by changing the factor wE.

(a) Deterministic optimization (C=3.799) (b) wE = 1.0 (E[C]=3.824, Std[C]=0.006440)

(c) wE = 0.5 (E[C]=3.926, Std[C]=0.005795) (d) wE = 0.0 (E[C]=4.104, Std[C]=0.005657)

Figure 5: Examination of the influence on the result by weight coefficient wE
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Figure 6: Relationship between weighting factor wE and expected value and standard deviation of com-
pliance
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4 FABRICATION AND EXPERIMENT

4.1 Verification of molding accuracy

In our study, the initial and optimized shape of BCC structures are fabricated using the metal
3D printer (3D Systems, ProX 300) A photograph of the fabricated test piece is shown in Fig. 7.
In order to measure the beam diameter of the fabricated product, a test piece was photographed
using a scanning electron microscope (SEM) JCM-6000. One of the images taken is shown in
Fig. 8.

(a) The shape before optimization (Fig. 2) (b) Shape that minimizes the expected value of C
(Fig. 5(b))

(c) Shape that minimizes standard deviation of C (Fig. 5(d)))
Figure 7: Photograph of test pieces molded by metal 3D printer

Figure 8: Picture of beam element taken by SEM

The diameter of ten beam elements a–j (see Fig. 9) was measured from the pictures. The
design value of the diameter by optimization and the average value of the diameter obtained by
measuring from the SEM image are compared in Tables 2 and 3 below.

(a) Test piece of Fig. 7(b) (b) Test piece of Fig. 7(c)
Figure 9: Measurement point of each test pieces
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Table 2: Measurement results for each test piece of beam elements shown in Fig. 9(a) (mm)

Measurement
points

Design
values

Measured values Relative error
[%]Specimen Specimen Specimen Average

a 0.200 0.186 0.200 0.190 0.192 3.87
b 0.258 0.248 0.270 0.260 0.259 0.56
c 0.311 0.339 0.349 0.316 0.335 7.60
d 0.367 0.375 0.384 0.371 0.376 2.56
e 0.400 0.415 0.396 0.392 0.401 0.20

Table 3: Measurement results for each test piece of beam elements shown in Fig. 9(b) (mm)

Measurement
points

Design
values

Measured values Relative error
[%]Specimen Specimen Specimen Average

f 0.200 0.178 0.199 0.206 0.194 2.96
g 0.234 0.227 0.244 0.233 0.234 0.20
h 0.275 0.261 0.285 0.269 0.272 1.21
i 0.311 0.308 0.313 0.305 0.308 0.83
j 0.362 0.363 0.371 0.362 0.366 1.01

According to Table 2 and 3, although there are some errors, the diameter of the designed
beam element is almost equal to the measured value. Therefore, it is concluded that the lattice
structure composed of struts with various area Ae can be fabricated appropriately, which is based
on the optimized result derived from using our ground structure method.

4.2 Experimental result

A three-point bending test was conducted for the fabricated test pieces. The load-displacement
diagram obtained by the experiment is shown in Fig. 10. In addition, Table 4 shows the results
of calculating compliance from the graph.

Figure 10: Load-displacement diagram obtained by experiment
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Table 4: Comparison of theoretical and analysis compliance values

Constitution Analysis
values

Experimental values Relative error
[%]Specimen Specimen Specimen Average

Fig. 7(a) 5.376 11.690 12.812 13.351 12.617 134.69
Fig. 7(b) 3.824 5.335 6.392 6.098 5.907 54.49
Fig. 7(c) 4.104 6.850 7.500 6.476 6.917 68.55

According to Fig. 10, compared to the test piece before optimization, the test piece after
optimization is higher in rigidity and the maximum load is also larger. On the other hand, there
are still large errors between the analysis value and the experimental value of compliance, which
is due to the inferior quality of metal additive manufacturing on molding. As shown in Fig. 8,
the fabricated test pieces has a roughness in the strut surface, and the diameter contributing to
the mechanical properties would be smaller than the diameter obtained by measurement.

5 CONCLUSION

In this study, optimization was carried out using the new ground structure method in consid-
eration of restriction due to additive manufacturing, and the following findings were obtained
by performing the fabrication and three-point bending experiment.

1. In our method, the cross-sectional area Ae is controlled between Amin and Amax, which is
based in the three-phase material model proposed by Kato et al.[1]. The optimized shape
can be fabricated by metal 3D printer.

2. In our calculation, the structural robustness is considered and the effect of designed
performance (to minimize the expected value or the standard deviation for the compliance)
on the optimized shape is discussed.

3. The optimum shape obtained in this research can be fabricated by using the metal 3D
printer. The product quality is strongly dependent on the fabrication condition. In the
next work, the structural optimal design in considaration with the appropriate fabrication
condition and its robustness wll be studied.
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Abstract. We live in a time where resources are scarce and tools are developed to control
their use. One of the most powerful material-saving tools is shape optimization. This method
produces complex shapes, difficult to manufacture using classical techniques. In such situations,
additive manufacturing appears to be as an appealing approach. In this paper, a non intrusive
average stress based shape optimization technique is presented. This technique is composed of a
processing phase followed by a post processing smoothing phase. The processing phase aims at
minimizing the deviation of the calculated Von Mises stress field using FEM, from the average
stress in the part divided by a certain factor by element removal. In the next phase, the obtained
non smooth surface of the part is smoothened using the weighted laplacian smoothing algorithm.
This method is attractive since it doesn’t need to re-mesh the domain at every iteration. In
addition, it does not require a high processing power since the results were obtained during half
an hour using a medium fine mesh on an i5 processor with a home made code. Furthermore,
at the end of this algorithm the stress distribution in the part is quasi-homogeneous and it gives
flexibility for the user to choose the desired stress criterion which is suitable for the studied
application.

1 INTRODUCTION

The development of shape optimization techniques has gone hand in hand with the indus-
trial development due to the feasibility of the complex optimized shapes resulting from these
techniques. These latter are highly used nowadays due to their environmental advantages by
reducing the material waste and use, as well as for increasing the efficiency of the desired part
in a certain application. Seing their numerous advantages, shape optimization techniques are
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widely used in many fields such as in the automotive industry [10] and in fluid mechanics [7].

Shape optimization consists of finding the optimum shape for a certain application and it
contains three subfields which are: parametric, geometric and topological. In the parametric
shape optimization, the shape is defined by a set of parameters that are changed in order to
maximize or minimize a certain function [8] [6]. The parameters can be process related as time,
velocity, etc..., or shape related as the length or thickness of a part [5], or structure related as
the size of bars in a truss for example [12]. This type of optimization is limited to the chosen
parameters a priori and thus it offers limited options of shape variations.

The geometric shape optimization consists of optimizing the shape of the part through mod-
ifying his boundary. The shape can be thus represented numerically through a finite element
mesh for example [2], and the variable to optimize is the solution of a certain differential equa-
tion which is evaluated inside the domain; and at each iteration, changes are applied to the
domain boundary. In order to implement parametric optimization to geometric optimization,
Ammar et al. [3] chose the parameters as to define the problem geometry and get the optimal
parameter choice (dimensions) using the proper generalized decomposition technique.

As for the topology shape optimization, it consists of finding the best material distribution to
satisfy an optimization goal. It starts from any shape and redistributes the material in an opti-
mum way that satisfies the optimization criterion. This latter can be performed using different
methods. For example, the homogenization method [1], or the SIMP (Solid Isotropic Material
with Penalization) method [4]. After using any of these two methods, the initial shape is lost
since they consider materials with intermediate densities to give the final material distribution.

In this paper we will present a simple shape optimization technique which consists of two
phases. In the processing phase the part is represented numerically using finite elements and
solving the elasticity equation to get the Von Mises stresses in each element. Then setting the
function to minimize as the difference between the stress in each element and the average stress
in the part divided by a certain user chosen safety factor, at each iteration, the elements which
have a stress lower than the set stress are removed and hence the stress difference function de-
creases with each iteration as the number of removed elements decreases until none is found.
After the processing phase, the part will have a non smooth boundary making it difficult to
print, thus the post processing phase consists of smoothing the boundary using the laplacian
mesh smoothing technique.

In what follows, the processing phase in presented in section 2 followed by the post-processing
phase presented in section 3. Furthermore, to show the effectiveness of this method, the algo-
rithm was tested on two load configurations and the obtained results are shown in section 4.
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2 PROCESSING PHASE

As discussed previously, this method is a geometric shape optimization approach with the
following function Ψ to minimize:

minΩΨ = σ(Ω)−
σavg

n
(1)

In which σ is the Von Mises stress element field, σavg is the average Von Mises stress in the
studied part and n is a factor of safety specified by the user.

Therefore, the first phase consists of evaluating the Von Mises stresses at each element of
a 3D mesh which will presented in section 2.1. Later on the processing algorithm will be
presented in section 2.2.

2.1 Stress evaluation

In order to find the stresses in each element, the elasticity equation shown in equation (2)
must be solved:

{K}{ε}= {σ} (2)

Where {K} is the stiffness 3D tensor, {σ} is the 3D stress vector and { ε } is the 3D strain
vector. Let {U} = {u,v,w} be the displacement field at every node. Hence the strains can be
expressed by:

{ε}= {D}{U} (3)

Where D is the matrix differentiation operator expressed by:

D =




∂/∂x 0 0

0 ∂/∂y 0

0 0 ∂/∂z
1
2∂/∂y 1

2∂/∂x 0

0 1
2∂/∂z 1

2∂/∂y
1
2∂/∂z 0 1

2∂/∂x




(4)

The finite element solution of this problem is the displacement field that corresponds to the
minimum elastic energy expressed by equation (5), assuming neither body forces nor thermal
strains that could be added :

3
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Π =
∫

Ω
{U}T{P}dΩ (5)

Where {P} is a surface force vector with {P}= {Px,Py,Pz}.

To minimize Π, ∂Π
∂U = 0 which yields the following form to solve using finite elements

method.

{K}{U}= {F} (6)

Where {K}, {U} and {F} are the global stiffness, displacement and load matrices respec-
tively. For this purpose, linear interpolation shape functions where used in a tetrahedral mesh
and the obtained results will be shown in section 4. Once the displacement field is obtained, the
strain field { ε } is obtained by:




εxx
εyy
εzz
εxy
εxz
εyz




=




ux
vy
wz

1/2(uy + vx)
1/2(uz +wx)
1/2(vz +wy)




(7)

With ux = ∂u/∂x, uy = ∂u/∂y, uz = ∂u/∂z and the same notation for v and w. The obtained
element strain field is used to calculate the element stress field using equation 2. Thus the Von
Mises element stress field is obtained using τi j = 2εi j by:

σ =
√

0.5[(σx −σy)2 +(σy −σz)2 +(σz −σx)2]+3(τ2
xy + τ2

yz + τ2
zx) (8)

Any solver can be used to obtain these stress fields, the loop of the optimization only acts
outside of the solver core. Therefore, any solver can be used to optimize the shape using this
algorithm which makes it a non intrusive method.

2.2 Processing algorithm

After calculating the Von Mises stress field, the average stress in the part σavg is calculated
and divided by a factor n specified by the user. The elements in which σ <

σavg
n , are removed

from the mesh. A diagram explaining the algorithm is shown in fig. 1

4
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PROCESSING

2

Find the 
stresses in 

each element

Find the Von 
Mises stress in 
each element S

Find the 
average Von 
Mises stress 

Savg

if
 S< Savg/factor Remove the 

element

Repeat until no more elements 
that satisfy the criterion are 

found

Figure 1: Processing algorithm diagram

After the first iteration a certain number of elements Ni will be removed. In the next iteration,
no re-meshing is needed since the elements are only removed from the connectivity matrix and
hence won’t get involved in the calculations. The new Von Mises stress field is calculated
and another number Ni+1 < Ni will be removed. The same procedure will be repeated until
no element satisfying the set criterion is obtained indicating that the target function which is
the difference between the element stress and the average stress is minimized and the stress
distribution in the part is quasi-homogenous. After this iteration scheme, the obtained boundary
is non-smooth and requires a boundary smoothing technique which will be discussed in the next
section.

3 POST PROCESSING PHASE

In order to smoothen the boundary of the part, the weighted laplacian mesh smoothing tech-
nique [11] is used. This latter adjusts the position of each node with respect to its neighbors by
compensating its concavity using the following:

Pj = Pj +∆P (9)

∆P =
1

∑N
i=1[Li j]

N

∑
i=1

Li jPj (10)

Where Pj = {x j,y j,z j} is the node coordinate vector, ∆P is the numerical evaluation of the
node concavity, N is the number of neighboring nodes on the boundary and Li j is the distance
between the selected node and the neighboring nodes as shown in fig. 2.

5
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Figure 2: Schematic diagram of the selected node for the weighted laplacian smoothing

The same procedure is applied to all the nodes on the boundary and the iteration scheme can
be applied on each node as much as needed depending on the desired quality of the final part.
Fig. 3 shows the algorithm used in the post processing phase.

POST-PROCESSING

4

Find the nodes 
on the non 

smooth 
boundary

Select a node
Find the 

neighboring 
nodes

Use weighted 
Laplace 

smoothening
Apply resulting 
displacement 

to node

Repeat until the surface is 
smoothened as desired

Figure 3: Schematic diagram of the post processing phase

To see the effectiveness of this method, two load configurations were tested and the obtained
results are shown in the next section.

4 RESULTS AND DISCUSSION

4.1 Case 1

Fig. 4 shows the schematic representation of the load configuration of the first tested case.
The load applied applied is compressive normal to the top surface with two fixed supports at the
bottom corners.

6
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Figure 4: Schematic diagram of the load configuration of the first tested case

The obtained results are shown in fig. 5 with a safety factor of 2. As it can be seen, the
boundary is modified in order to reach the optimal final shape based on the desired criterion.

Figure 5: Obtained simulation results: a) The stress distribution, b) The part at the end of the processing phase
and c) The part after boundary smoothing.

As a comparison, since we couldn’t find a similar configuration in the literature, fig. 6
shows the results obtained using topological optimization in a cloud-based commercial software
with targets 70% mass conservation and stiffness maximization. The obtained result is highly
similar to the simulation using the software. In addition the processing time is about half an
hour on an i5 processor using MATLAB with a fine mesh compared to 20 minutes using the
software with online simulation and with restricted degrees of freedom. Note that the duration
can be decreased without any problem with a coarser mesh similar to what the software uses
and instead of the average stress criterion, the algorithm gives flexibility to the user in the sense
that he can easily choose the yield stress or any other suitable criterion.

7
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Figure 6: Optimized shape using topological optimization on a cloud-based commercial software

4.2 Case 2

In the second case, a force is applied at the end of a cantilevered part as shown in fig. 7. The
obtained results are shown in fig. 8 with a factor of safety of 2.

Figure 7: Schematic diagram of the load configuration of the second tested case

Figure 8: Obtained simulation results: a) The stress distribution, b) The part at the end of the processing phase
and c) The part after boundary smoothing.

The same configuration is optimized using topological optimization [9] and its results are
shown in fig. 9. It can be noticed that the two results have similar aspects but in the topological
optimization case, the shape is lost and material is removed from inside the domain, whereas
using our method, only the boundary is modified and the overall shape is maintained.

8
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Figure 9: Optimized shape using topological optimization from the open literature

5 CONCLUSION

In this paper, we presented a simplified approach for average stress based geometric shape
optimization. This method consists of a processing phase in which elements from the finite
element mesh are removed based on a specified criterion which is in this case, the average
stress divided by a certain safety factor; and a post processing phase in which the boundary is
smoothed using the weighted laplacian mesh smoothing technique. This method offers flexi-
bility to the user in the sense he can change the criterion (yield strength, ultimate stress, etc...)
based on the load configuration, the factor of safety used, and the dimensional accuracy since
this algorithm does not require a really fine mesh to converge. This method was tested for
two load configurations and the obtained results were in agreement with optimized shapes from
commercial softwares or from the open literature.
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Summary. A new design starts from an idea and become a final product, during design 
process the evaluation stage it’s a necessity, the most useful evaluation tool is prototyping. 
Conceptual models are very important in product design. Improving product quality is always 
an important issue of manufacturing, even if a design study is well organized it is possible some 
errors may still escape from the review of engineers and designers. The touch of the physical 
objects can reveal unanticipated problems and sometimes spark a better design. With the 
traditional method, developing of prototypes to validate or optimize a design is often time 
consuming and costly. Inject Binder is one of the most well-developed rapid prototyping or 
additive manufacturing technology, actually is a Powder-based inkjet 3D printing method. 
Mainly is a powder-based RP system in which a binder solution spays onto pre-deposited 
powder layers. One of the main advantage of this method is the production of fullcolor models 
suitable for architecture maquets, prototypes of new products like furniture and other objects. 
In prototyping process, a restriction is production cost that basically depends from the amount 
of printed material. In current study furniture prototypes are printed in a inject binder printer, 
the printed models have common design like a chair and a table. The raw materials used in this 
study were a plaster-based powder (zp151) and an appropriate water based solution with 2-
Pyrrolidone as a binder (zb63). Three different model of each model (three chairs and three 
tables) are printed, the main difference between them is wall thickness, the first model thickness 
is 5mm, the second 10mm and third is 20mm. The printed parts tested in a compression tester 
device to check models elasticity and compressive resistance. Then the lab results used to create 
a FEA (Finite Element Analysis) study in a popular CAE program. In the final stage, the 
perspective of an optimization study are presented to determine an optimized shell geometry 
and wall thickness. The paper discusses useful tools for designers and engineers in order to 
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decide the appropriate wall thickness and shell geometry (pattern) of furniture pieces, so to 
avoid model over dimension. And check functional and aesthetic aspects before massive 
production.  

 
1 INTRODUCTION 

1.1 Design Process and Methodology 
Design process is a critical point for product development. From late of 19th and early 20th 

century established the principle that form follows function in architecture and industrial 
design, it means the shape of a building or object should primarily relate to its intended function 
or purpose.  The American architect Louis Sullivan was the foremost exponent of this principle 
as it expressed in his article tiled are ‘The Tall Office Building Artistically Considered’, 
although he attributes its core idea to ancient roman architect Marcus Vitruvius Pollio (Sullivan, 
1896).  Before the second world war became a strong argument between the modernist 
architects for this phrase because of they believed that decorative elements, which architects 
call "ornament", were superfluous in modern buildings (Greenough, 1947). However, Sullivan 
did not contend with this view. Besides, the buildings he designed were characterized byart 
nouveau and celtic revival decoration elements. In the same periode the same argument took 
place in product design, between functonal design and market demands. American auto industry 
halted attemps to introduce aerodynamics forms to mass production. The same time some car 
resellels thought that earodynamic shape would lead to a specific form, very similar for all cars. 
That it would not be good for unit sales (Meikle's,1939). 

Although in early times after the second world war and until the Oxford conference on 
Design Methods in 1963 design was more considered as an unitive work and less than a 
scientific process. The way in which designers follow in design process has been the subject of 
considerable investigation over the last six decades. In the beginning of design research, the 
contention was that designers have to follow specific design process through formalized 
procedures or ‘design methods’. In the beginning the designers believes that following a 
specific process will eliminate the creativity and imagination. However, after the integration of 
brainstorming on design process this problem will overcome.  A main point of this debate was 
the development of design methodology connected with computer science as requirement to 
understand and define exactly what we mean by design. Alan Colquhoun focused on topology 
centrality and in earlier knowledge in design thinking process (Colquhoun, 1967). Often a 
design problem did not processed by reference to a good past solution or through an analysis of 
the solution types that would be suitable for this specific problem.  In seventies Bill Hillier 
developed a new design method (Hillier, Musgrove, et al., 1972; Hillier and Leaman, 1974), in 
which the knowledge from a local design problems could be useful for other design problems 
in global scale. During this period, many researchers were against of Design methods, even 
though in next years they change their opinion completely: Alexander: I think I should be 
consistent here. I would say forget it, forget the whole thing.” (Alexander, 1971), “in the 
seventies I reacted against design methods. I dislike the machine language, the behaviourism, 
the continual attempt to fix the whole of life into a logical framework.” (Jones, 1977). This 
period the Design methods was developed rapidly through the recognition that following linear 
process, which characterized the early period of design methodology, was insufficient 
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(Checkland, 1981), furthermore the design problem was not specified clearly so on to adopt an 
optional solution through definition of possible solutions for a specific design problem.   

The last decade’s product development process follows a more specific process (fig.1). 
Designers have to make thinks that people wants so they must be sure that new products are 
well designed according to people needs. In the beginning of design process design team have 
to recognize the people needs from the initial research (market research, questionnaires, 
interviews etc), (Babalis et al. 2013). The second stage of product develop include concept 
design process, there design team have to select an appropriate idea which is capable to give 
solution in design problem. Next stage is model prototype, designers have to produce functional 
physical models in order to evaluate their ideas. Since 1984 when Charles Earls invent the first 
3d printing machine until today great progress have been made in rapid prototyping. The ability 
to produce cheap and very accurate prototypes is a main advantage for designers so they can 
easily evaluate their ideas checking products ergonomic, functionality and stability. This stage 
is very critical in design process, prototypes are fully functional and end users can use these in 
real world life so to give back their feedback in design team. Now, design team is able to make 
all the appropriate changes so the new product to be closer to people needs.  

 
Figure 1: Product development process 

1.2 Rapid Prototyping Technology 
Rapid prototyping technologies adopted as a means of manufacturing physical prototypes 

and new product models that are in the design and development phase. These technologies have 
enabled designers to realize their ideas in natural prototypes that approach the final product in 
terms of geometry and function. One of the most well known technologies of rapid prototyping 
is 3d printing. In the last decades, more and more designers and engineers are using 3D print 
technology and adapted according to the new way of presenting complex structures, objects and 
services are created and at the same time realizing ideas and projects personalized, which a few 
years ago, looked utopian and the consumer becomes and producer (Wong & Hernandez, 2012). 
However, the most important contribution of 3D printing technology is based on a radical 
review of the core of scientific research, hence of knowledge (Giannatsis et al. 2015). 3D 
Printers allow designers to create tangible patterns of their designs quickly, compared to two-
dimensional representations. In addition, "3D printers" allow designers to quickly create 
prototypes of objects they design which can touch so to evaluate and to improve them if is 
necessary. 

With the evolution of technology various three-dimensional printing techniques have been 
well developed, each one has strengths and weaknesses. Differences are based on how the 
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individual layers have been spread to create the various components, such as material melting, 
melt deposition, or the use of liquid materials through different technological processes. 
Mainly, the discussion is related to the issues of speed, cost of prototype and 3D printers, choice 
and cost of materials and the ability for multicolor prototypes (Giannatsis, et al. 2015). 
According to the process parameters effects, concerning the dimensional accuracy of parts has 
been tried by (Kechagias et al. 2014) 

One of the most well develop technologies is ‘Inject Binder’. In this technique the main 
material is powder, the granules of the powder are homogeneous in size and shape, showing 
only limited variation with respect to their size. The smaller the particles they form, the better 
(Gibson et al. 2017). Modeling requires the use of powder (powder) as a feedstock and adhesive 
to achieve the agglomeration of powder grains to produce a solid physical prototype. In 
particular, the production of model is to be implemented in two distinct phases. In the first phase 
powder is going to be spread in each single layer of same thickness on the print table. Then, 
each powder layer be sprayed selectively with an adhesive. Selective spraying is determined by 
the structure of the digital model already created in CAD software. After the first layer has been 
sprayed, the second layer is deposited, the selective powder spray is repeated and the process 
continues until the entire model is printed / produced. In the second phase the produced model 
is removed from the container and using compressed air is cleaned from the excess powder 
(Figure 1.7). Then the model sprayed with cyanoacrylate or other substances to improve their 
strength and surface finish. The typical thickness of each cross section is 0.1mm. The technique 
is of high speed and produces objects with a relatively harsh finish (Papathanassis, 2005). 

1.3 Inject Binder Printer Characteristics  
Inject binder has some advantages over other 3D printing methods. Initially, in binder inject 

powder has to roles, the first is to be the main material for physical model, the second one is to 
support the structure as the model is being built so the need for supports is eliminate. Another 
advantage is the possibility of simultaneously producing multiple objects in the same 
manufacturing process (Gibson et al. 2017). Also is the only method that does not use heat in 
the production process. Other additive manufacturing techniques use a heat source that can 
create residual stresses in the parts. These stresses must be relieved in secondary operation after 
processing. Also has the ability to print large parts and is often more cost-effective than other 
additive methods. A particular advantage of Binder Jetting is that the adhesive can sprayed from 
multi-nozzle print heads. Adhesives from different nozzles can differently allowing changes in 
properties in manufactured model, such as the change in color (Gibson et al., 2017) Despite the 
many advantages Binder Jetting has some drawbacks, such as the fact that only rough details 
can be printed with this printer, as the parts are very fragile, may break during the post-
processing. Also compared to other 3D printing processes, Binder Jetting offers a limited choice 
of material (Bournias, 2018). Finally, the surface quality and dimensional accuracy achieved 
by this method are in many cases lower than the corresponding 3D printing methods having 
raw materials in liquid form (Gibson et al. 2017). 

1.4 Computational Mechanics 
Computational mechanics is the scientific area that uses numerical methods to solve 

engineering problems. Traditionally, the problems of engineering were solved either 
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analytically or experimentally by making many measurements on a model of the problem that 
we are interested in. Computational mechanics is the third way, the development of computers 
over the last few decades has enabled engineers to approach problems that were impossible to 
solve in the past either because of the large size or the large amount of computing time required. 
Computational mechanics complements analytical solutions and significantly reduces the 
number of experiments required. In inject binder technique the printed models are consists from 
powder grain, because of the distinct grain structure of printed objects, the Finite Element 
Analysis (FEA) method can be implemented as a cost-effective computational engineering tool. 
Addressing the problem arises from developing specific tools based on examining the 
distinctive structure of the print material. Furthermore, the need for new products has increased 
rapidly. The same time products life cycle digressed.  Manufacturers want to develop new 
robust products rapidly.  Computational mechanics can play a significant role in this way. 
Shortening product development time can be achieved with method of structural optimization. 
Aims to improve the form of a construction, while satisfying various constraints. This method 
becomes significant in design because raw material stocks are limited, there is a need for light 
structures, economic construction with emphasis on efficiency and minimization of 
environmental impact. There are three different types in structural optimization: a) size 
optimization, b) shape optimization and c) topology optimization (Gebisa, 2017). In size 
optimization the values of the selected dimensions are defined, so on to satisfy the design 
constrains. In shape optimization the optimization of the shape within a given area is performed. 
In topology optimization size and  shape are defined in same time (Fig.2). Topology 
optimization methods can be based on simplified Optimality Criteria iterative reanalysis 
methods, Heurestic and optimization techniques. (Zhou et al, 1993, Bendsoe, 2089).  

 

 
Figure 2: Optimization methods 

2 MATERIALS AND METHODS 
The main goal of current research is whether standard furniture designs can be reproduced 

on a 3D printer such as inject binder getting better mechanical strength minimized the used 
material. The study consists from two phases, initially two different furniture models are printed 
with different wall thickness and then tested in a compression tester device. In the second phase 
3d models are redesigned in a CAE software using topology optimization tool to minimized the 
used raw material and improving the mechanical strength. Then, models are printed again and 
tested in compression tester. 
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2.2 Inject Binder Printer Z450  
The selected printer is Z-450 from Z-Corp company, which is a fully automated and 

affordable color 3D printer. It delivers printing at a speed of up to 450 dpi, five to ten times 
faster than other printers and in half cost. In addition, it is ideal for applications such as design, 
education, architecture, medicine, geography and electronic art. Its automation simplifies 
printing and saves valuable time. Each model produced with ZPrinter® 450 and the excess 
powder after each printing is recycled in its entirety for re-use. In addition, this machine sets a 
new standard for office-to-office compatibility, office-safe materials, automated absorption 
systems, and no waste of material. It is also a great alternative to monochrome 3D printing and 
modeling costs less than half the cost of other three-dimensional printing technologies. 

2.3 Compression test  
The machine selected to control the mechanical strength of The 3d printed models are tested 

in Zwich / Roell Z020 Testing Device (Figure 3.2) The test engine is specifically designed for 
tensile, compression, curvature and bending tests, as well as shearing and turning tests that meet 
the highest requirements of the material and component testing industries. This device selected 
because of extremely low speeds can be set, coupled with excellent speed accuracy, also offers 
high head movement analysis. Additionally, test loads of up to 110% of the nominal machine 
load are allowed to compensate for heavy combinations of test pieces. The movement of the 
transverse head is guided with great precision through two steel columns, which allow accurate 
application of the force in the sample. 

2.4 Topology Optimization (TO) 
Topology Optimization of is a particularly powerful tool in the field of product design, in 

calculating mechanisms and elsewhere. Using topology optimization, engineers can find the 
best design plan that meets design requirements. The central idea in optimizing a structure is to 
use a smaller amount of material than it previously maintains the same or even better behavior 
under certain operating conditions. Often the resultant structure after topological optimization 
is extremely difficult or economically unprofitable to produce using abstract production 
methods. 

Structural optimization, in general, has tremendous potential benefits in the process product 
development. Optimization of topology in particular has the following benefits in the design 
(Gebisa, 2017): a) creating light structures b)generation of a ready-to-build part/assembly c) 
minimize the amount of raw material d) energy saving e) less need for natural prototypes f) 
reduction of physical testing g) reduced entry time. Topology optimization has to main 
characteristics. The first is that elastic properties of a material compared with their density may 
vary in model area. The second is that the material can be permanently removed from model 
space (Querin, 2017). During the TO study models have to be applied all boundary conditions. 
Two methods have been developed for TO study. The first one is truss based and second is 
volume based (Wang et al. 2018).  

2.4.1Truss Based TO Method 
The truss-based on elements relating to a grid of beams between a set of nodes that is in a 
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given volume. The method initially detects that supports are necessary for the structure and 
determine their size. Then removes the beams that not meet the study requirements. In the 
results, the necessary beams are represented with bold line and dark blue color. The less 
necessary beams with less dark blue colors and unnecessary beam without change in their 
thickness (Fig. 3), (Perez, 2007).  Extension to multiobjective optimization has been tried by 
(Stavroulakis et al. 2008. 2009). 

 

 
Figure 3: The initial design on the left side and the TO study results on the right 

2.4.2 Volume Based TO Method 
The Volume-based is known as SIMP - Solid Isotropic Material with Penalization- method 

and is widespread in CAE software. The process starts by defining a linear block of voxels. 
Density of each voxel is defining between zero to one. If value is equal to one then in this 
specific voxel the material is completely dense.  If it is zero value then in this voxel there is no 
need for material. Any other value indicates that material in this voxel has not to be solid for 
the enforced loads. These value are very useful in FEA models for topology optimization 
analysis (Bendsoe, 2003). Volex values are useful without restrictions in additive 
manufacturing rather than traditional manufacturing methods. In figure 4 is presented a typical 
topology optimization volume based problem (Bendsoe, 1989).  

 
Figure 4: Typical optimization problem 

3 RESULTS 

3.1 3d Modeling and Printing 
 Initially two typical models of furniture created in CAD program (SolidWorks), the first 
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one was a chair (Fig.2) and the second was a table (Fig.3).Three different models for each type 
of furniture created. Chair 3d model basic dimensions are 450 mm length, 450 mm width and 
950 mm height. Table 3d model basic dimensions are 550 mm length, 550 mm width and 450 
mm height.  Only wall thickness defers in each model, in the first model wall thickness is 10mm 
in the second 15mm and in the third 20mm. So three chair models and three models for table 
created. Each model has to export in .stl or .vrml file, printing scale is 10% for chairs and 15% 
for tables, all models printed in same time (fig. 4), after printing process completed following 
the post process stage where moles must clean up from additional powder and smear them with 
the hardener. 

                                                 
                                 Figure 2: Chair 3d model                                                       Figure 3: Table 3d model 

                                                                        
Figure 4: Printing Process 

3.2 COMPRESSION TEST 
Tests were performed with the Zwich / Roell Z020 test machine. In total, six tests performed 

for each model, designed to calculate their mechanical strength in compression. As previously 
mentioned, 3d models are three "hollow" chairs inside with a 10% scale and 10, 15 and 20 mm 
shells and three tables with a 15% print range, with 10, 15 and 20 mm shells respectively. The 
speed at which the test engine piston descended in all six tests was 2mm/min. Specimens 
carefully on the compression pads of a universal testing machine. The specimens must be kept 
at the center of cross-head so that a uniform compressive loading can be assured on the 
specimens (Fig. 5). 
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The table below (Table 1), shows each sample the imposed force measured in Newton (N), 
the time taken to stop the piston at the surface of the model measured in seconds (s) and the 
distance that the plunger pulled to touch the surface of the model measured in millimeters (mm).  

 

                      
Figure 5: Compression Tests, chair and table specimens 

Table 1: Experiment Results 

Sample type Force (N) Time to stop (s) Piston Distance (mm) 

Chair 10mm 216 14 0,5 
Chair 15mm 188 15 0,6 
Chair 20mm 216 15 1,1 
Table 10mm 84 38 1,3 
Table 15mm 156 36 1,2 
Table 20mm 244 25 1,5 

 

3.3 TOPOLOGY OTIMIZATION FOR TABLE PROTOTYPE   
Topology optimization study running in Siemens NX software. In the whole model used 

material like Z-450 printer origin use (Bibb et al. 2010, Pilipovi´c et al. 2009). The optimization 
scenario includes that table legs surface will remain the same and the main table surface will be 
optimized. As design space determined the whole model but only the upper surface was ‘keep 
in’. The selected design constrains are a) Void Fill and b) Material Spreading in 35%.   The 
load case is the same as in compression test results. At the center of the main surface forced 
with 244N. In fig. 6 & 7 are presented the results of optimization study.  

                 
Figure 6: The 3d model before and after the optimization process 
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Figure 7: The bottom optimized surface and a perspective view of the whole model 

 

       
Figure 8 : Maximum Displacement and Maximum Stress  

The total mass of the upper surface is reduced about 86 %. The same time the optimized 
model is stiffer than before as we can see in fig. 8. 

 

4 CONCLUSIONS 
Additive manufacturing – 3d printing are technologies that are convert a 3d model to 

physical prototype, through a fast and easy process. The 3d model is analyzed in a series of 
two-dimensional (2D) sections of a specific thickness, the feeding of which to AM machines 
are layer by layer until physical model to created. In current study 3d printing process has been 
carried out in an inject binder technology printer. The ability to print more than one model and 
different model designs simultaneously, thus leading us to save time. Additional savings time 
and the fact that the entire printing process followed was automated. Even all of the powder left 
over from the three-dimensional models was pulled back from the machine through its 
absorption system for future reuse, and therefore raw material savings were made. One further 
conclusion is that all models to be printed in 3D should be very well designed because of the 
sensitivity of the material there were cases of breakage of the printed tables when they were 
output from the print chamber but also during the printing process removing the excess powder 
in the respective chamber. In addition, the process of impregnation of physical models to 
increase their durability requires time and increases the cost of processes. 

According to compression tests of initial chair prototypes we come to the following 
conclusions. The first 10mm thick shell chair withstand the largest load than the other two.  The 
piston took less time to stop until specimen to break. During this time specimen had high 
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elasticity.  The piston took less time to stop that means barely endured the pressure exerted on 
it, but it held the largest load compared to its thickness. The second chair with a 15mm shell 
thickness withstood the smallest load, it was less durable than the other two. The third 20mm 
shell thickness resisted the same power as the first and piston take the same time as the second. 
The piston moved almost twice the distance from the other two until to break the specimen. The 
third chair is more durable than the second one. Generally noticed that regardless of chairs shell 
thickness, there were not very large differences in the time required for the piston and the force 
exerted. According to the distance that piston passed, there is big difference that shows the third 
chair with a 20 mm shell thickness is more durable. However, it was also noticed that after the 
tests, there was not much damage to the chairs, which is attributed to their design structure. 

About compression tests in table prototypes we come to following conclusions.  
The first 10mm wall thick table prototype withstand the smallest force in its mass. But it took 
more time and a very close distance to the other two tables until to break. It observed that it had 
the smallest strength but the greatest elasticity, while at the same time it had the smallest 
thickness than all. The second table prototype of 15mm shell thickness was approximately two 
times stronger than the first one, but it took less time and traveled a minimum length from the 
piston until to brake. So it is more durable than the first one. The third prototype of 20mm shell 
thickness withstand higher force about three times the first. But it destroyed in a much shorter 
period. The piston passed higher distance than the other two specimen.  

Topology optimization combined with additive manufacturing can change the way that we 
design and produce products. Further research can be done in this interesting research area. 
There are so many possibilities and so many open means so lots of interesting research and 
development to be done. 
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Abstract. 
 

This paper presents a Compliant Rotational Reducer Mechanism (CRRM), under 
development in the context of a space project. The CRRM is optimized using structural and 
flexural topology optimization for respectively, the structural and flexure problems. 
With respect to the structural optimization, a mass reduction of 20 % and a shift of the lowest 
undesirable eigenfrequency from 400 to 1000 Hz was obtained. 
For the flexural optimization, a Rotational Center Constraint (RCC) and a Floating Structure 
Modal Objective Function (FSMOF) are introduced. The FSMOF allows to impose a desired 
eigenmode of a mechanism. The RCC and FSMOF are applied to generate a flexure pivot with 
eigenmodes of a typical flexure pivot. 
Finally, these results are integrated into a novel version of the CRRM. 

1. INTRODUCTION 
Flexures use elasticity to realize precise displacements, this allows improved performance 

in terms of wear, backlash, and friction compared to mechanisms based on standard bearings. 
In the context of an ongoing space project, there was a need for a Compliant Rotational Reducer 
Mechanism (CRRM), with a reduction ratio of at least 10. The desired specifications of the 
CRRM are shown in Table 1. 

Table 1: The CRRM specifications 

Maximum mass 0.4 kg 
Design volume 120 mm x 50 mm 
Minimal reduction ratio 10 
Minimal input angle +/-10° 
Minimal output angle +/- 1° 

 
This paper’s goal is to use topology optimization to automate and optimize the design process 
of the CRRM depicted in Figure 1. 
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a) b) c) 

Figure 1: a) The reduction principle of the CRRM. b) the first pre-design of the CRRM. c) The definition of the 
structural optimization volume Vs, and the flexural optimization volume Vf. 

The current approach consists of breaking down the design into structural and flexural sub-
problems (Figure 1c). In the structural sub-problem a set of rigid bodies Vs, is optimized for 
minimal compliance. In the flexural sub-problem, the Floating Structure Modal Objective 
Function (FSMOF) is applied to 4 identical volumes Vf to generate a first pivot design.  
Topology optimization is defined as a technique that distributes optimally the material in the 
design domain while satisfying an objective function and constraints [1]. This paper 
distinguishes two different types of topology optimization, namely structural and flexural. 
Structural topology optimization its objective function is to minimize the compliance, i.e. the 
amount of elastic displacement as a function of an applied force. A good comparison of the 
various tools available commercially for structural topology optimization is offered by Frecker 
et al. 2016 [2]. Altair Optistruct ® and Inspire ® are used in this work for realizing the structural 
topology optimization. 
Flexural topology optimization its objective function in this paper, is to minimize the required 
energy to perform the desired displacement combination at certain points, while at the same 
time maximizing the energy required to achieve any other displacement combination at the 
same points [1]. 
An overview of alternate formulations for flexural topology optimization is presented in detail 
by Deepak et al 2009 [3].  
These alternate formulations rely on weighted multi-objective optimization and require 
multiple iterations for tuning their weighting factors. In addition, these alternate formulations 
require fixed points to avoid a singular stiffness matrix, i.e. to assure a positive definite stiffness 
matrix. Lastly, these formulations typically require more iteration to obtain symmetric designs.  
This paper presents a Floating Structure Modal Objective Function (FSMOF), based on the 
work by Hasse et al 2009[4], which was applied to fixed structures and enhanced in this paper 
by considering the design domain as a floating structure [5].  
The FSMOF requires only the definition of the interfaces and the center of rotation for the 
implementation. The advantage of FSMOF is thus that it is easier to implement and doesn’t 
require compensation loads for the fixation. In addition, symmetric designs can be more easily 
obtained with the FSMOF. 
The results of the structural and flexural optimization are applied to a first novel version of the 
CRRM. 
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2. STRUCTURAL OPTIMIZATION. 

 
 

a) b) 

Figure 2: a) The rigid body design volumes for structural optimization Vs, of the CRRM. b) The optimized 
structural masses of the topology optimization. 

The structural optimization steps are:  
1. Design volume definition (Figure 2a). 
2. Boundary condition and the load case definition. 
3. Optimization objective and design constraint definitions (including increasing the 

lowest undesired eigenfrequency of the system) 
4. Perform the topology optimization with the Altair Optistruct ® default solver. 
5. Smoothen the result with Altair Inspire ® (Figure 2b) 

 
The result of the structural topology optimization is a 20 % mass reduction compared to the 
original pre-design shown in figure 1b and an increase of the lowest desired eigenfrequency 
from 400 to 1000 Hz. 

3. FLEXURE PIVOT TOPOLOGY OPTIMIZATION SYNTHESIS 

In this chapter, the Floating Structure Modal Objective Function (FSMOF) and the 
Rotational Center Constraint (RCC) are represented and implanted on two pivot examples. 

3.1 Floating Structure Modal Objective Function (FSMOF) for a flexure pivot 
The modal objective function has been successfully applied by Hasse [4] for fixed compliant 

mechanisms, i.e. the rigid body modes are removed through fixing a part of the design domain. 
Here an adaptation of Hasse’s methodology is presented. The novelty w.r.t. Hasse is step 3 
where we remove the rigid body modes resulting in a floating structure.  
The method thus is: 

1. Static condensation of the master Degrees Of Freedom (DOFs), i.e. the DOFs which we 
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desire to displace in a certain way. 
2. Original eigenvector and eigenvalue derivation of the condensed stiffness matrix 
3. Remove the rigid body modes 𝜙𝜙𝑟𝑟, i.e. those with zero eigenvalues.  
4. Prescribed eigenvector substitution. 
5. Gram-Schmidt Orthonormalization. 
6. Rederive the eigenvalues of the new set of orthonormal eigenvectors. 
7. Application of a summed eigenvalue ratio objective function. 
8. Optimization with the Method of Moving Asymptotes (MMA) [6]. 

 

 

Figure 3: a) The eigenmode corresponding to the prescribed deformation, b) The displacement vectors of the 
master DOFs associated with the desired eigenmode. c) Discretization of the design domain Vf and the global 

displacements definition at the master DOFs. 

The master DOFs of step 1 are u1 to u8 (Figure 3c). In order to allow for step 3, the forces fi 
arising at the master DOFs need to be in self-equilibrium.  

∑ 𝑓𝑓𝑖𝑖 = 0
𝑛𝑛

𝑖𝑖
 (1) 

The forces at the master DOFs are a result of the prescribed displacements ϕp acting on the 
condensed stiffness matrix Kc. The relation between the nodal displacements and the nodal 
forces is given in equation (2). 

ϕpKc =fi (2) 

3.2 Rotational Center Constraint (RCC)  
In order to constrain the rotational center of the flexure pivot, its coordinates (xc,yc) are fixed 

by prescribing the eigenvector 𝜙𝜙 𝑝𝑝, as a function of (xc,yc) Figure 3b. 
The vector of eigenvectors 𝜙𝜙 thus comprises the eigenvectors of the rigid body modes 𝜙𝜙𝑟𝑟, the 
prescribed eigenvectors 𝜙𝜙𝑝𝑝 and the non-prescribed eigenvectors 𝜙𝜙𝑛𝑛𝑝𝑝 This is shown in equation 
(3). 
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𝜙𝜙 = [𝜙𝜙𝑟𝑟 𝜙𝜙𝑝𝑝 𝜙𝜙𝑛𝑛𝑝𝑝] (3) 

 

All the terms of 𝜙𝜙𝑝𝑝 are explicitly given in equation (4) as a function of the center of rotation 
(xc,yc) and the dimensions of the design domain (xd, yd). 

𝜙𝜙𝑝𝑝 = {𝑣𝑣𝑖𝑖}    𝑖𝑖 = 1 … 8 

𝑣𝑣1 = 𝑥𝑥𝑐𝑐

√𝑥𝑥𝑐𝑐2 + (𝑦𝑦𝑑𝑑 − 𝑦𝑦𝑐𝑐)2
 

𝑣𝑣2 = 𝑦𝑦𝑑𝑑 − 𝑦𝑦𝑐𝑐

√𝑥𝑥𝑐𝑐2 + (𝑦𝑦𝑑𝑑 − 𝑦𝑦𝑐𝑐)2
 

𝑣𝑣3 = − 𝑦𝑦𝑑𝑑 − 𝑦𝑦𝑐𝑐

√(𝑦𝑦𝑑𝑑 − 𝑦𝑦𝑐𝑐)2 + (𝑥𝑥𝑑𝑑 − 𝑥𝑥𝑐𝑐)2
 

𝑣𝑣4 = 𝑥𝑥𝑑𝑑 − 𝑥𝑥𝑐𝑐

√(𝑦𝑦𝑑𝑑 − 𝑦𝑦𝑐𝑐)2 + (𝑥𝑥𝑑𝑑 − 𝑥𝑥𝑐𝑐)2
 

𝑣𝑣5 = − 𝑦𝑦𝑐𝑐

√𝑦𝑦𝑐𝑐2 + (𝑥𝑥𝑑𝑑 − 𝑥𝑥𝑐𝑐)2
 

𝑣𝑣6 = 𝑥𝑥𝑑𝑑 − 𝑥𝑥𝑐𝑐

√𝑦𝑦𝑐𝑐2 + (𝑥𝑥𝑑𝑑 − 𝑥𝑥𝑐𝑐)2
 

𝑣𝑣7 = 𝑥𝑥𝑐𝑐

√𝑦𝑦𝑐𝑐2 + 𝑥𝑥𝑐𝑐2
 

𝑣𝑣8 = 𝑦𝑦𝑐𝑐

√𝑦𝑦𝑐𝑐2 + 𝑥𝑥𝑐𝑐2
 

 

 

 

 

 

 

 

(4) 

With the formulation of equation (4), the parasitic center shift of the rotational center is 
implicitly constrained. The magnitude of this implicit effect has not yet been quantified.  

3.3 Implementation  
The FSMOF is applied to the problems of the symmetrical pivot and a pivot with a shifted 

rotational center. For both problems, the objective function is defined in equation (5). 
 

𝑚𝑚𝑖𝑖𝑚𝑚 (∑ 𝜆𝜆1
𝜆𝜆𝑖𝑖

𝑖𝑖=𝑛𝑛

𝑖𝑖=2
)  

s.t. {∑ 𝑥𝑥𝑗𝑗𝑣𝑣𝑗𝑗
𝑗𝑗=𝑛𝑛𝑛𝑛𝑛𝑛
𝑗𝑗=1 ≤ 0.5𝑉𝑉
0.001 < 𝑥𝑥𝑗𝑗 ≤ 1  

(5) 

where: 
i  [J] the eigenvalue of the ith mode, i.e. the energy required to actuate the mode. 
n  [-] is the number the eigenvalues of the problem formulation. 
V  [m3] is the total volume of the domain.  
nel  [-] is the total number of elements. 
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vj  [m3] is the volume of one finite element. 
 
The design domain given in (Figure 3b) is discretized in 20 elements in the x-direction and in 
30 elements in the y-direction. With this design domain and the FSMOF two examples 
presented below were generated. 
 
1 A symmetrical flexure pivot flexure pivot example 
 
The optimization result of a symmetrical flexural pivot is illustrated in Figure 4. 
 

 

Figure 4: Synthesis of the flexure pivot when the center of rotation is placed at the center of the design domain. 

The evolution of the objective function and the logarithmic scale of eigenvalues throughout the 
iterations are given in Figure 5 a and b. The objective function decays rapidly in the first 
iteration. This is due to the fact that a strong decrease of the first eigenvalue and an increase of 
all the other eigenvalues occurs in the first iterations, Figure 5b. 
 

  
a) b) 

Figure 5: a) Evolution of the objective function throughout the iteration, b) Evolution of the logarithmic scale of 
the eigenvalues throughout the iteration. 
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2 An asymmetrical flexure pivot example 
 
As a second demonstration, the optimization is performed, in this case, when the center of 
rotation is shifted at the 2/3rd of the xd dimension. 
 

 
 

Figure 6: Synthesis of the flexure pivot when the center of rotation is placed at the 2/3rd of the xd dimension 

The performance of the objective function and the eigenvalues don’t deviate a lot compared to 
the first case. The only difference consists of a small oscillation of the second and third 
eigenvalue after the 50th iteration. 
 

  
a) b) 

Figure 7: a) The objective function as a function of the iterations, b) evolution of the eigenvalues throughout the 
iteration. 
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4. THE OPTIMIZED CRRM 
The results from the structural and flexural optimization are combined into the new updated 

CRRM as shown in Figure 8. 

 

Figure 8: Final design layout 

5. CONCLUSIONS AND RECOMMENDATIONS. 
A mass reduction of 20 % and a shift of the lowest undesirable eigenfrequency from 400 to 

1000 Hz was obtained using Altair Optistruct and Inspire. 
The Rotational Center Constraint (RCC) and the Floating Structure Modal Objective Function 
(FSMOF) function are implemented for synthesizing flexure pivots through topology 
optimization. The principle difference with other modal formulations is that the rigid body 
modes are excluded during the analysis from the formulation. In order to apply FSMOF self-
equilibrium of the forces at the master DOFs is required. These forces originate from the 
prescribed displacement. 
For further development we recommend incorporating in the formulation the overhang 
constraint for additive manufacturing and stress constraint to avoid fatigue and improve the 
mechanism lifetime. 
In addition, we want to determine how well the implicit parasitic rotational center shift is 
constrained by the RCC. 
The long term ambition is to address problems similar to the CRRM directly with flexural 
optimization without splitting it into sub-problems.  
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Abstract. In this paper shortwave infrared (SWIR) thermographic measurements of the ma-
nufacturing of thin single-line walls via laser metal deposition (LMD) are presented. As the
thermographic camera is mounted fixed to the welding arm, an acceleration sensor was used
to assist in reconstructing the spatial position from the predefined welding path. Hereby we
could obtain data sets containing the size of the molten pool and the oxide covered areas as
functions of the position in the workpiece. Furthermore, the influence of the acquisition wave-
length onto the thermograms was investigated in a spectral range from 1250 nm to 1550 nm. All
wavelengths turned out to be usable for the in-situ process monitoring of the LMD process. The
longer wavelengths are shown to be beneficial for the lower temperature range, while shorter
wavelengths show more details within the molten pool.

1 INTRODUCTION

By allowing economic on demand manufacturing of highly customized and complex work-
pieces, metal based additive manufacturing (AM) has the prospect to revolutionize many indus-
trial areas [1]. Since AM is prone to the formation of defects during the building process, a
fundamental requirement for AM to become applicable in most fields is the ability to guarantee
the adherence to strict quality and safety standards. A possible solution for this problem lies
in the deployment of various in-situ monitoring techniques. For most of these techniques, the
application to AM is still poorly understood [2]. Therefore, the BAM in its mission to provide
safety in technology has initiated the project “Process Monitoring of AM” (ProMoAM). In this
project, a wide range of in-situ process monitoring techniques, including active and passive
thermography, optical tomography, optical emission and absorption spectroscopy, eddy current
testing, laminography, X-ray backscattering and photoacoustic methods, are applied to laser
metal deposition (LMD), laser powder bed fusion (LPBF) and wire arc AM (WAAM). Since it
is still unclear which measured quantities are relevant for the detection of defects, these mea-
surements are performed very thoroughly. In successive steps, the data acquired by all these
methods is fused and compared to the results of reference methods such as computed tomog-
raphy and ultrasonic immersion testing. The goal is to find reliable methods or combinations
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thereof to detect the formation of defects during the building process. The detailed acquired
data sets may also be used for comparison with simulations. A requirement therefore is that all
data sets use a common foundation such as the position in the workpiece. This position map-
ping is not always straightforward for all monitoring techniques without additional measures or
processing steps.

In this paper we focus on the in-situ monitoring of the LMD process by a thermal camera. It
is known from earlier experiments and simulations that thermal cameras can be used for in-situ
monitoring the LMD process, however there are currently no integrated commercial solutions
available, as a deeper understanding of the acquired data is still required [3, 4, 5, 6]. Further-
more, the cost of the camera system is a crucial factor for the usability in industrial applications.
As fast thermal cameras tend to increase in cost the longer the detected wavelengths become,
we decide to concentrate on the shortwave infrared (SWIR) range and investigate the influence
of the acquisition wavelength on the thermographic data in this range in detail. Furthermore,
we fixed the camera relatively to the molten pool in contrast to many earlier works, where the
camera was mounted fixed relatively to the workpiece. This mounting setup has the advantage
that the molten pool can permanently be kept in focus, regardless of the shape of the specimen.
However, thermograms acquired in such a mounting setup, do not contain any information about
the current spatial position during the building process. To overcome this problem, we show in
this work how an acceleration sensor can be used to track the movement and synchronize the
measured data with the predefined welding path. This allows us to reconstruct the geometry
of the workpieces and generate in combination with the thermograms new datasets providing
the size of the molten pool and the oxide covered area during manufacturing as a function of
the position in the workpiece, as first examples. For the investigation of the influence of the
acquisition wavelength on the thermographic data we used four different bandpass filters with
25 nm width of the transmission window in a spectral range from 1250 nm to 1550 nm. While
all wavelengths showed comparable results and can be used for in-situ monitoring of the LMD
process, there were subtle differences. While the use of longer wavelengths is beneficial for the
observation down to lower temperatures, the use of lower wavelengths allows to resolve more
details within the molten pool.

2 EXPERIMENTAL DETAILS

For our experiments we used a TruLaser Cell 3000, that is coupled with a 16 kW TruDisk
16002 disk laser with the wavelength of 1030 nm, see Fig.1(a). The welds were done with
a three-jet LMD-nozzle with a working distance of 16 mm, see Fig. 1(b). The powder was
supplied by a Flowmotions Twin powder feeder. Shielding and carrier gas was argon. The LMD
process parameters are listed in Tab. 1. The camera and the acceleration sensor were mounted
fixed onto the welding arm, as shown in Fig. 1(b), by employing two regularly unused machine
threads. Hereby we were able to avoid any permanent modification to the LMD machine. The
distance between the frontmost lens of the camera and the focal point of the laser was 9 cm,
while the angle between surface normal of the base plate and the optical axis of the camera was
approximately 40°.
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Figure 1: (a) TruLaser Cell 3000 (Trumpf) with Flowmotion Twin powder feeder (Medicoat). (b) Welding arm
with three-jet nozzle (SO16) with mounted acceleration sensor (1) and SWIR camera (2).

Table 1: LMD process parameters.

Powder material 316L-Si
Powder grain size 53-106 µm
Powder mass flow 15 g/min
Laser power 800 W
Laser spot diameter 1.6 mm, Gaussian profile
Welding speed 0.8 m/min
Layer thickness 0.3 mm

2.1 Thermography

For the thermography measurements we used a Goldeye CL-033 TEC1 camera from Allied
Vison with an 50 mm SWIR objective from Kowa. The camera is sensitive to IR radiation
in a spectral range from 900 nm to 1700 nm with a quantum efficiency in the range of 70%
to 80% between 1000 nm and 1640 nm. All presented measurements were acquired with the
following settings, unless stated otherwise: The camera was operated in subframe mode (ROI:
640x210 pixel, 14-bit) with a framerate of 300 Hz, 200 µs exposure time, an aperture stop of
f /4.0 and using the background subtraction and non-uniformity correction (NUC) functions of
the camera. The thermograms were transferred to a computer by a Camera Link framegrabber
card and recorded using Matlab. Since the distance of the camera to the molten pool was below
the focusing range of the objective, a 2 cm extension tube was used. To suppress the laser
radiation and to restrict the examined spectral region, four different 25 nm wide bandpass filters
with a central wavelength in the range from 1250 nm to 1550 nm were employed. Additionally,
a neutral density filter was used to avoid overexposure due to the high luminance of the molten
pool.
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Figure 2: Schematic overview of the connections and data flow between the individual components of our measure-
ment setup. The signal generator provides the camera trigger signal which is looped through the microcontroller.
Simultaneously, the microcontroller receives the acceleration data from the sensor. Hereby time stamps for the
camera and the acceleration sensor can be generated and forwarded to the computer together with the acceleration
data. In contrast, the thermograms are transferred directly from the camera to the computer.

2.2 Acceleration sensor and data acquisition

The acceleration sensor was constructed using an ADXL345 chip from Analog Devices
mounted on a breakout board from Adafruit. The sensor was mounted into a metal housing
for electromagnetic shielding and operated with a sample rate of 800 Hz. To read out the accel-
eration data the sensor was connected via SPI bus to an Arduino Due microcontroller. The data
was subsequently transferred via USB to the computer for recording. A challenge in designing
the experimental setup was the requirement to have a common source for the time stamps for
the camera and the acceleration sensor. We solved this problem by using a signal generator
(Rohde & Schwarz HMF2525) to provide an external signal to trigger start of the acquisition
for each frame for the camera. This trigger signal was looped through the microcontroller,
which was thereby enabled to record the camera time stamps using the same clock as for the
acceleration sensor. Fig. 2 schematically shows the connections and data flow between the com-
ponents of our setup. The remaining offset between camera and acceleration sensor time stamps
is thereby reduced to the characteristic uncertainties of both methods.

2.3 Radiometric Model

As the camera has no inbuilt calibration function to obtain temperature values from the mea-
sured intensities, we had to establish a radiometric model for our measurements. Due to the
lack of reference measurements, we decided to use the knowledge of the solidification temper-
ature of 316L (1660 K) as a reference point for calibration [7, 8]. As the area of solidification
can be identified by optical inspection in the thermograms, the corresponding intensity value is
determinable. Afterwards, we integrated numerically Plancks law in the spectral window of the
bandpass filter and used the previously determined intensity value to scale the result linearly.
This function was subsequently inverted to provide a look up table to map the intensity values
to temperature values. A potential error source hereby is the neglection of the strong influence
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Figure 3: (a) Checkerboard pattern to determine the image ratio. The red dot on the 0, 0 square is the stray light
of the pilot laser indicating the position of the molten pool during manufacturing. The edge length of the squares
is 5 mm. (b) Typical acceleration pattern of the welding arm at the end of a layer (constant offset subtracted).

of many external parameters on the emissivity such as the temperature itself, the observation
angle, the aggregate state and the composition dependency that can be assumed to differ for
each individual data point of the measurement [9]. As a result, all temperature values shown
in this paper must considered to be estimated values in the knowledge that the real temperature
could differ strongly, especially for the liquid phase, the presence of oxides and progressively
with increasing deviation towards lower temperatures from the solidification temperature.

2.4 Reconstruction of the spatial position

Figure 3(a) shows an image of a calibration card, with a checkerboard pattern, lying on the
baseplate, acquired without filters. Due to the very long exposure time, features in the visible
range such as the pilot laser become detectable. All machine coordinates show slightly different
scales for each pixel of the detector due to the central projection. However, as we are primarily
interested in the region the layers are built, we can focus our analysis to the middle row of
the checkerboard pattern. For the horizontal direction of the camera, which is aligned parallel
to the welding direction, we obtained a scaling factor of 30 µm/pixel. The scaling factor of the
vertical direction for structures oriented along the baseplate is 39 µm/pixel. Using trigonometric
functions we obtain a scaling factor of 47 µm/pixel for structures oriented along the normal of
the baseplate. Figure 3(b) shows typical data from the acceleration sensor during the end of
the welding process of a line. The welding arm is accelerated during the welding process only
during very short (≈ 25 ms) start and stop phases and moves with constant speed in between.
By identifying the precise start and stop time from the acceleration data and the knowledge that
the welding arm moves with constant speed in between, its position during image acquisition
can easily be calculated for each thermogram from the time stamp and the length of the line.

3 EXPERIMENTAL RESULTS AND DISCUSSION

For the measurements, we built four identical single-line wall structures with a length of 155
mm and a height of 10 layers (approx. 3 mm) which were welded without additional delay
between the layers other than the time the LMD machine required to move back to the starting

5

257



N. Scheuschner, A. Straße, S. J. Altenburg, A Gumenyuk and C. Maierhofer

Figure 4: Photograph of the sample structures on the base plate after manufacturing (including additional test
runs).

point. All layers were welded in the same direction. For each structure, a different bandpass
filter was used. Fig. 4 shows a photograph of the samples after manufacturing.

3.1 Influence of the wavelength

Figure 5 shows thermograms of the molten pool of the welding process of the middle of
the tenth layer acquired with the 1250 nm, 1350 nm, 1450 nm and 1550 nm bandpass filters,
respectively. The temperature scale was adjusted to show primarily the solid phase. In all
thermograms a reflection of the molten pool is visible on the baseplate. On first inspection, all
thermograms show very comparable temperature distributions for the solid phase on a larger
length scale. On a shorter length scale, more fluctuations can be seen in the thermograms
acquired with a shorter wavelength. By analyzing the following frames, these fluctuations can
be linked to actual surface features of the workpiece. Whether the visibility of this feature is
useful for in-situ monitoring of the LMD process is yet unclear and will depend on the feasibility
to link these features to quantities of interest, such as the presence of defects. Otherwise, the
small scale fluctuations could turn out to be a disadvantage of using shorter wavelengths, as
they might aggravate the data analysis compared to the smoother thermograms acquired with
longer wavelengths. In all thermograms a thin ring shaped area of higher apparent temperatures
around the laser spot can be identified. This effect is caused by the presence of oxides on
the surface of the workpiece, which possess a higher emissivity than the surrounding area [7].
These oxides are probably created during the previous welds and are pushed to the periphery
region of the molten pool during the remelting process. Although this might be unfavorable in
terms of determining the temperature in these areas, it might be very useful for in-situ process
monitoring, as the area covered by oxides can easily be extracted from the thermograms by
using a threshold value.

For further analysis, cross sections of all thermograms from Fig. 5 along the middle line of
the molten pool, as indicated by the dashed line in Fig. 5(c), are shown in Fig. 6. Between 4 mm
and 6 mm, we observe the region of the solidification plateau, which we used to calibrate our
radiometric model. The area between 0 mm to 2 mm is directly covered by the laser spot. The
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Figure 5: (a)-(d) Thermograms of the molten pool, during the welding process of the middle of the tenth layer
acquired with bandpass filters in the range from 1250 nm to 1550 nm. The radiometric model used to determine the
temperatures was adjusted to the emissivity of the solidification plateau. The dashed line in (c) indicates the cross
section shown in Fig. 6. The offsets in the welding direction between the thermograms are caused by variances of
the camera orientation.
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Figure 6: Cross section of the thermograms of the molten pool are shown in Fig. 5.

real temperature in this area will be clearly different from the real temperature, as the liquid
phase which is found in this zone is expected to have a deviating emissivity. Furthermore,
we see the emission from the oxides in this area [7]. Due to overexposure, it is not possible
from these measurements to determine the trend of the ratio of the emission from the oxides to
the emission of the solid phase as a function of the wavelength. The dip in temperature from
1.5 mm to 4 mm is probably caused by a change in emissivity with respect to the solidification
plateau, since the liquid material within the molten pool is expected to be at temperatures above
the solidification temperatures. Thus temperatures determined within the liquid part must be
considered to be afflicted by a systematic error of unknown extent. For >6 mm, the cooling
of the solid phase can be observed. For longer wavelengths the temperature data is less noisy,
especially towards lower temperatures and therefore better suited for an analysis of the cooling
process. This is consistent with the theory of thermal radiation. Thermal cameras with equal
dynamic range will show a larger calibration range for longer wavelengths. This can easily be
understood when considering that the Plancks law implies that the intensity contrast between
two black bodies of different temperature increases with decreasing temperature.

3.2 Molten pool size and oxide covered area

By counting all pixels above a threshold value of 1550 K and using the scaling factors from
section 2.4, we estimated the size of the molten pool area for each frame of the thermogram of
the manufacturing process of a workpiece. Using the acceleration data we assigned each ther-
mogram to a spatial position. Figure 7 shows the result for the measurement with the 1250 nm
bandpass filter. For the first eighth layers, the average molten pool size increases with each
subsequent layer and remains relatively constant for the following layers. From the fourth layer
on, the molten pool shows a local maximum at the beginning of the welding process. This could
be caused by a geometric effect, as the heat might accumulate at the edge. Figure 8 shows the
area of the molten pool covered by oxides, extracted from the same measurement by using a
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Figure 7: Area of the molten pool during the welding process, recorded with the 1250 nm bandpass filter, as a
function of the layer number and the lateral position.

Figure 8: Oxide covered area of the molten pool during the welding process, recorded with the 1250 nm bandpass
filter, as a function of the layer number and the lateral position.

threshold value of 2000 K. The area covered by oxides increases with increasing layer number.
Furthermore, it can be observed, that the oxide covered area shows strong variations on a very
small length scale (<1 mm).

4 CONCLUSIONS

We have successfully shown that an acceleration sensor can be used together with the pre-
defined welding path to reconstruct the spatial position of the welding arm during the LMD
process with sufficient temporal resolution to be usable in conjunction with a high speed SWIR
camera system fixed to the welding arm. Hereby it becomes possible to assign quantities ex-
tractable from the thermograms to spatial information. As an example, we have presented the
molten pool size and the area covered with oxides as a function of the position. Such data
sets have the prospect to be more comparable to simulations and reference methods such as
computed tomography than the raw thermographic data. Furthermore, we have investigated the
influence of the wavelength on the thermograms in a range from 1250 nm to 1550 nm. For all
wavelengths, the thermograms appear to be usable for in-situ monitoring purposes, whereby
the used wavelength could result in subtle differences that might be advantageous or disadvan-
tageous depending on the investigated quantity. While using longer wavelengths provides a
larger range of temperatures that can be detected, which is beneficial when analyzing the cool-
ing process, short wavelengths show more structure in the thermograms on a smaller length
scale.
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Abstract. This contribution focuses on the experimental investigation and material modelling
of the crosslinking of UV curing polymers used in additive manufacturing processes such as dig-
ital light processing and stereolithography. First photocalorimetric measurements with varying
temperature and light intensity are shown. From the exothermic specific heat flows measured
during the crosslinking reaction, the degree of cure can be determined for each experimental
scenario. It is shown that the test temperature and light intensity have a significant influence on
the crosslinking reaction.
A first modelling approach for the mathematical description of the crosslinking reaction is pre-
sented. Moreover, parameter identification of the proposed model is conducted using the com-
mercial optimisation program LS-OPT R©.

1 INTRODUCTION

Additive manufacturing (AM) is an innovative technology to create three dimensional ob-
jects with complex geometry. Although the technology has been used in industrial applications
for decades, reliable and experimentally validated models for the design of printed components
are still missing. Especially the material modelling and finite element analysis of UV curing
polymers (so-called photopolymers) used in processes like digital light processing and stere-
olithography are challenging tasks. For this purpose, the crosslinking reaction in the additive
manufacturing process must be described correctly by a phenomenological model and adapted
to experimental data.
The crosslinking of photopolymers is initiated by the absorption of a light source. Besides that,
the process depends strongly on the ambient temperature: a higher ambient temperature leads
to faster crosslinking whereby the same applies to an increasing light intensity. Calorimetric
measurements with the aid of an additional light source have proved useful for the experimental
investigation of the crosslinking reaction of photopolymers [1].
Since the degree of cure directly influences the mechanical, thermal and chemical properties of
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photopolymers, a validated material model for the degree of cure is essential for finite element
analysis of additive manufacturing processes.

2 EXPERIMENTAL INVESTIGATION

In order to understand and investigate the crosslinking process of commercial photopoly-
mers used in additive manufacturing processes, differential photocalorimetry (DPC) measure-
ments are conducted using the TA Instruments DSC Q2000 with an additional light source
(OmniCure R© S2000). The light source contains a high pressure 200 W mercury lamp with an
spectral output of 320 to 500 nm.
To investigate the crosslinking reaction, the DSC measures the specific heat flow ḣ between a
sample in a pan and an empty reference pan during the crosslinking reaction. The following
relationship is used to convert the specific heat flow into the degree of cure:

q(t) =

t∫
0

ḣ(t̃)dt̃

htot
(1)

Due to the normalisation to the maximum specific heat htot during the crosslinking reaction, the
degree of cure assumes values between 0 and 1.
The commercial photopolymer LOCTITE R© 3D 3830 was used for the photocalorimetric mea-
surements. It is an acrylic compound for prototype development with low elongation at break,
high tensile strength and low chemical shrinkage.
During the photocalorimetry measurement, following steps are performed subsequently for the
determination of the specific heat flow ḣ(t̃) in eq. (1):

1. Equilibration of the measurement cell at a specific temperature (−10◦C. . .50◦C).

2. Isothermal phase of 60 s.

3. Irradiation of the specimen for 300 s at constant light intensity (5 mW/cm2 and 10
mW/cm2).

4. Isothermal phase of 60 s.

After finishing step four, the whole procedure is repeated with the cured specimen generating
the baseline. The baseline is subtracted from the heat flow signal of the first measurement to
consider only the heat flow of the crosslinking reaction. Otherwise, the light energy input would
be taken into account.
In order to determine the maximum specific heat htot during the crosslinking reaction, an addi-
tional measurement at non-isothermal temperature is performed. During 300 s irradiation, the
temperature is increased from 20 ◦C to 70 ◦C at 5 ◦C/min leading to a maximum specific heat of
htot = 319.73 J/g which is taken as reference value for the conversion of the specific heat during
crosslinking reaction into degree of cure for all measurements.
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Figure 1: Measured specific heat flows after substraction of the baseline. Top: light intensity I = 5 mW/cm2,
bottom: light intensity I = 10 mW/cm2.

The specific heat flows after substraction of the baseline of all measurements are shown in
fig. 1. It can be clearly seen that the crosslinking reaction proceeds very quickly and that the
specific heat flows have reached their maximum value after only a few seconds. Additionally,
it is obvious that a higher light intensity leads to higher maximum values in the heat flows and
that a higher temperature accelerates the reaction.
Moreover, complete curing is not achieved at low temperatures and light intensities and the
crosslinking reaction is stopped prematurely, cf. fig. 2. The maximum attainable degrees of
cure qmax for all measurements are listed in table 1. It can be seen that an almost fully cured
material is achieved at a temperature of 50 ◦C, regardless of the light intensity. This result must
definitely be taken into account when formulating the material model for the degree of cure.

Table 1: Maximum attainable degree of cure qmax of all measurements

−10 ◦C 0 ◦C 10 ◦C 20 ◦C 30 ◦C 40 ◦C 50 ◦C
5 mW/cm2 0.469 0.619 0.675 0.775 0.851 0.904 0.947

10 mW/cm2 0.593 0.685 0.775 0.845 0.907 0.949 0.997

3 MATERIAL MODELLING

The differential equation for the degree of cure q depends on time, light intensity I (z(t) , t)
and temperature T . Following the work of Kamal [2], an autocatalytic model of (m+n)th order
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incorporating the maximum attainable degree of cure qmax is applied for the degree of cure q:

q̇ = (k1 (I (z(t) , t) ,T )+ k2 (I (z(t) , t) ,T )qm)(qmax −q)n . (2)

Here, I (z(t) , t) denotes the time- and location-dependent light intensity. The light intensity
must depend on the vertical location z(t) since it evolves during the printing process. The
maximum attainable degree of cure acts as a limit value. The constants

ki (I (z(t) , t) ,T ) = k0i (T )I b (z(t) , t) (3)

with the Arrhenius type equations

k0i (T ) = Ai exp
(
− Ei

RT

)
(4)

are based on the proposal by Maffezzoli and Terzi [3] depending on light intensity I (z(t) , t)
and temperature T . If no light source is present, i.e. I (z(t) , t) = 0, the crosslinking reaction is
stopped. Ai and Ei are pre-exponential factors and activation energies, respectively. R denotes
the universal gas constant. The additional parameter b is introduced for a better representation
of experimental data.

4 PARAMETER IDENTIFICATION AND VALIDATION

The parameters in eq. (2) are identified using the commerical optimisation program LS-
OPT R© in combination with MATLAB R©’s ode45 solver. LS-OPT R© uses the sequential response
surface method for optimisation. For further informations see [4].
The parameter identification depends strongly on the initial values. The parameters listed in
table 2 represent the first result of the parameter identification which identified the equation
for the degree of cure on the measurement results. For simplification, the particular maximum
attainable degree of cure was specified as a parameter in order to achieve a better agreement
with the measurement results.
Fig. 2 shows the simulations of the degree of cure compared to all measurements according to
eqs. (1) and (2) with identified model parameters.

Table 2: Identified model parameters for the description of the crosslinking reaction

A1 A2 E1 E2 R m n b
(
cm2)b/

(
(mW)b s

) (
cm2)b/

(
(mW)b s

)
J/mol J/mol J/(mol K) - - -

0.2 0.6 9744 6000 8.314 6 2.377 1.901

4
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Figure 2: Measurement (—) and simulation (- - ) of the degree of cure q according to eqs. (1) and (2) with
identified model parameters. Top: light intensity I = 5 mW/cm2, bottom: light intensity I = 10 mW/cm2.

The simulations show a good agreement with the measurement results, although the maxi-
mum attainable degree of cure has been specified as a parameter. Especially the temperature
dependence and the rapid increase of the degree of cure within the first seconds of irradiation
are well represented.

5 SUMMARY AND OUTLOOK

First measurements for the experimental characterisation of the crosslinking reaction of pho-
topolymers used in additive manufacturing processes are presented in this contribution. It is
shown that temperature and light intensity have a significant influence on the crosslinking reac-
tion.
A differential equation incorporating the maximum attainable degree of cure qmax is proposed
for the phenomenological description of the degree of cure. Parameter identification using
commercial optimisation tools is carried out. The validation shows a good agreement between
measurements and simulations.
Forthcoming considerations include the correct description of the maximum attainable degree
of cure as a function of temperature and light intensity:

qmax = f (T,I ) (5)

Kolmeder et al., for example, have already carried out work for this purpose [5].

5
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Abstract. Selective laser melting (SLM) process is based on the powder-bed fusion principle, 
which is using high-energy laser beams. SLM process is characterized by producing very finely 
grained cellular and columnar dendritic microstructure in aluminum alloy AlSi12. Melt pool 
instabilities are a key factor in the formation of the pores and increasing of the porosity within 
the produced parts. Through this study, structural characteristics were investigated using two 
approaches crack propagation-based and plastic damage-based to isolate influences of 
microstructure and defects on the fatigue lifetime. The influence of platform heating during 
deposition on fatigue strength was studied. Platform heating was concluded to reduce the 
remnant porosity, and consequently, fatigue strength scatter. Fatigue lifetime calculation, which 
utilized crack propagation curves and weakest-link theory, was consistent at low-cycle fatigue 
experiments. However, damage monitoring in a load increase test led to a prediction of 
lifetimes, which is more relevant, as a Monte-Carlo simulation was applied for post-processing 
of local stress distribution. The difference was the consideration of damage in the pre-crack 
initiation phase in the plasticity-based approach of the load increase test. 

1 INTRODUCTION 
Fatigue resistance and damage tolerance are from the dominant factors in designing of the 
industrial parts, especially additively manufactured parts that should meet demanding fatigue 
resistance standards to be able to withstand service loading. Therefore, the fatigue phenomena, 
including crack nucleation and propagation mechanisms, is the main subject of the study. 
Fatigue lifetime prediction modeling approaches can be classified into two groups. The first 
one based on cumulative fatigue damage theory. This approach received more attention than 
earlier after works of Palmgren [1] and Miner [2] who were concerned with damage 
accumulation concepts and linear damage rules (LDR) [3, 4, 5]. Various cumulative fatigue 
damage equations can be derived based on different macroscopic quantities while the most 
widely used approaches are stress-based approaches which relate the number of cycles until 
failure (Nf) with the true stress based on Basquin equation [6]. Gough and Pollard used 
empirical equivalent stress, which was not able to address non-proportional damage [7, 8]. By 
adding an empirical criterion related to non-proportional loading, Lee was able to improve this 
aspect of the model [9]. A further LDR theory proposed by Coffin is based on plastic strain and 
plastic damage accumulation rather than stress [10, 11]. In this approach, the Coffin-Manson 
equation is used to define the fatigue resistance to cyclic deformation [12, 13]. 
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The second main group is the fracture mechanics-based models for predicting the crack growth 
rate and the final fracture mode. The main difference concerning cumulative fatigue damage 
theory is the presence of cracks or process-induced defects as in the case of additively 
manufactured components. Paris et al. introduced the linear-elastic fracture mechanics (LEFM) 
method for estimation of the crack growth rate [14]. The model treats macrocracks and 
correlates the rate of growth with the range of stress intensity factor (ΔK) at the tip of the crack. 
In this method, the material behavior during the fatigue process is assumed to be linear [3]. 
The introduction of additive manufacturing processes like selective laser melting (SLM) and 
electron beam melting (EBM) for metallic parts led to a revolution in the mechanical design 
standards. Fatigue loading, damage mechanisms in additively manufactured titanium (Ti) and 
aluminum (Al) components can be profoundly influenced by process-induced microstructure, 
porosity as well as post-process treatments [15, 16, 17]. 

In this study, defect-based and damage-based fatigue lifetime prediction approaches were 
studied for two batches of SLM AlSi12. Through the study, damage and failure mechanisms 
are related to microstructure and remnant porosity. Internal structures reconstructed from µ-CT 
scans are used to calculate stress concentration factors and build finite-element (FE) models. 
Crack propagation curves are employed to calculate possible fatigue lifetimes which are 
calibrated by a Weibull probability density function. Plastic strain reaction from cyclic 
experiments is applied to simulate cyclic damage, which will give input to a Monte-Carlo 
simulation for final fatigue lifetime calculation. The reliability and accuracy of both techniques 
will be compared by using experimental data points of fatigue lifetimes in low-cycle- (LCF) to 
very-high-cycle fatigue (VHCF). 

2 MATERIALS AND METHODS  

2.1 Experimental setup 
       The specimens were manufactured using SLM 250 HL system with a fiber laser source 
with a maximum power of 400 W. Argon was used as a shielding gas during the process to 
prevent the contamination of the melt pools. Chessboard-like scanning strategy was used to 
decrease the residual stress as much as possible [18]. The factorial study is presented in Table 
1. The experiments aim to the investigation of the effect of platform heating (PH) at 200 °C on 
the microstructure and the fatigue properties of AlSi12, while stress relief (SR) was applied to 
remove the effect of the residual stresses on reducing the fatigue lifetime. The cooling rates of 
melt pools in the SLM process can be as high as 104-106 K·s-1, which results in a very fine 
cellular eutectic microstructure with a strong texture in the cooling direction [19]. This leads to 
increase the quasi-static strength up to ~3 times the strength of cast AlSi12. Moreover, the melt 
pool instability leads to the formation of pores, which affects negatively on the fatigue strength 
from the point of view of scatter, as wide scatter of fatigue strength is unreliable for dynamic 
applications. While PH heating is leading to reduce the cooling rate of the melt pools. Therefore, 
leads to more stability, enhanced degassing mechanisms, and reduced remnant porosity [18]. 
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Table 1: Experimental design of the study. 

Batch Alloy Process Heat treatment Build 
A AlSi12 SLM SR 90° 
B AlSi12 SLM + PH SR 90° 

Scanning electron microscope (SEM) was used to investigate the effect of PH on the 
microstructure of SLM AlSi12. Metallographic specimens were prepared from cut sections 
along the build direction and embedded in a mixture of resin and epoxy with a ratio of 1:6, 
respectively. Grinding of the surface followed using standard grade 300 grit papers down to 
1,200 according to DIN 50602. Etching of specimens was carried out using a solution of NaOH 
with 4% concentration. 

(a) (b) 

  
Figure 1: SEM micrographs of batches: (a) A (SR); (b) B (SR + PH). 

Figure 1 shows a comparison between the microstructures of batch A and batch B (PH). It is 
observed in both micrographs, a very fine cellular dendritic microstructure with strong texture 
in the building direction (Y-axis) from bottom to top. It is also found that dendritic columns did 
not exactly follow a 90° orientation concerning X-axis. However, a rather along cooling 
direction due to the weld-bead-like shape of the melt pool; the dendrites converge along its 
radius. The highlight difference of both microstructures is that the microstructure of batch B is 
coarser than that of batch A as PH with reduced cooling rate allowed segregation of Si particles 
to the grain boundary. Accumulation of Si at grain boundaries resulted in the formation of 
thicker dendrites with rich Si content. The migration process changes the strengthening 
mechanism from matrix hardening in batch A to grain boundary strengthening in batch B. Such 
transformation is yet to develop a significant effect on the relationship between quasi-static and 
cyclic properties from LCF to VHCF.  
X-ray micro-computed tomography (µ-CT) was used to investigate the PH effect on the 
remnant porosity. The setup in Nikon X TH 160 system is shown in Figure 2. A mechanical 
testing shape specimen is fixed on the holder in front of the X-ray gun, as shown in Figure 2. 
While the X-rays pass through the specimen and projected on the detector panel. The projection 
carries information about voids or inclusions. The specimen is rotated 360° such that an image 
is obtained every 0.227°. The images are then processed to build a volume including the grey 
value footprint, which is later analyzed by VG Studio Max 2.2 for quantitative evaluation of 
remnant porosity. 
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Figure 2: Experimental setup of micro-computed 
tomography (µ-CT). 

Figure 3: 3D-volume distribution of defects 
for batches: A (SR); B (SR + PH). 

 

Figure 3 shows the 3D volumes of batch A and batch B, and it can be observed clearly that the 
remnant porosity of batch A is more than batch B. While the relative density of batch A was 
99.51% and for batch, B was 99.67%.  The reason for more efficient melt pool degassing if PH 
is applied was dependent on the Marangoni convection and the accompanying torque. The 
torque intensity is dependent on the intensity of the thermal gradient in the vicinity of the melt 
pool. 

(a) (b) (c) 

   

Figure 4: Experimental setup of mechanical testing: (a) tensile test; (b) fatigue test;  
(c) specimen geometry. 

High-intensity torques transfer low-viscosity melt to the periphery by an act of centrifugal 
inertia which results in a void formation in the middle of the melt pool. When the applied energy 
density is not sufficient, fusion in the bead is not complete and sound solid track cannot be 
obtained. This results in the formation of keyhole defects with sharp corners and high-stress 
concentration factors, which is more detrimental to mechanical properties in general and fatigue 
damage in particular. As far as this study is concerned, no keyhole porosity is observed in 
batches A and B. 

The experimental mechanical testing was classified into three main divisions. The first one is 
quasi-static tensile testing using machine Instron 3369 with 50 kN load cell and stroke rate 
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1 mm/min, while the experimental setup is shown in Figure 4a. The second part is 
servohydraulic fatigue testing using a system of Instron 8872 with a load cell of 10 kN with a 
fixed frequency f = 20 Hz and stress ratio R = -1 (fully reversed loading). The test setup is 
shown in Figure 4b. While both tests are sharing the same specimen geometry that is shown in 
Figure 4c. Within servohydraulic testing two types of testing are applied according to test 
control. First one is stress-controlled load increase test (LIT), it allows monitoring of material 
reaction as a function of applied stress in the wide range of fatigue regimes from LCF to VHCF. 
One of the advantages of this concept test is replacing the more traditional and time-consuming 
stress-wise lifetime determination using Woehler curve. The second fatigue testing type is 
stress-controlled constant amplitude testing (CAT), which is used as an experimental validation 
of the presented modeling procedures. 

(a) (b) 

 

 

 

(c) 

 

Figure 5: Experimental setup of ultrasonic VHCF testing: (a) stress and displacement distribution 
along with the specimen; (b) specimen setup against cooling media; (c) specimen geometry. 

While the third type of testing, which is ultrasonic fatigue testing was used to experimental 
validation for VHCF and was carried out on USF-2000A system of Shimadzu at f = 20 ± 
0.5 kHz. Its principle is to transform an electric signal into mechanical resonance using a 
piezoelectric actuator fixed to a booster and a horn. It can oscillate at an ultrasonic eigen-
frequency of 20 kHz. The oscillatory displacement at the end of the horn induces a displace-
ment-dependent stress distribution, as shown in Figure 5a. While the experimental setup against 
the horn is shown in Figure 5, where dry cooling air is used to ensures temperature stability 
during the test. Figure 5c presents the analytical design of specimen geometry; the geometry 
ensures that maximum stress occurs only in the middle. 
A high-intensity temperature is expected to develop during the test due to the cyclic speed 
deformation at the middle of the specimen. So, to counter this, first high-pressure, dry-air 
coolant is applied to ensure no moisture contamination on the specimen surface. Secondly, the 
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application of intermittent driving; such pulse:pause ratio of 50:50 allows coolant-assisted 
dissipation of the generated temperature, avoiding a temperature/burn effect on the specimen. 
This reduces the effective frequency of the system to 10 kHz but still much higher than 
mechanical mass spring-based resonance systems. 

2.2 Theory and calculations 
       Modeling of crack propagation behavior was based on da/dN curves obtained according to 
ASTM E-647 standard. Further details can be found in [20]. A parametric equation for curve 
fitting is given as utilized  

da
dN = A (∆K − B)c, (1) 

where da/dN is the crack propagation rate, ∆K is the stress intensity factor range, while A, B, 
and C are fitting parameters. The relationship between ∆K and a defect radius ‘a’ can be 
described as 

  ∆K = ∆σ Y√πa, (2) 
where ∆σ is the stress range which is corrected according to a stress concentration factor Kt 
[21], and Y is a geometry factor. By substituting (2) in (1) and solving for Nf accumulatively 
for the whole crack lifetime, the final fatigue lifetime of a crack can be calculated according to 

  Nf  = ∑ ∫ γi(a)daai
ai−1

n
i=1 , (3) 

where γi(a) is the relationship between defect size and stress intensity factor range. The 
calculated fatigue lifetime is calibrated using a weakest-link model based on Weibull 
probability density function 

  f(x; α, β) = {α β xβ−1 e−αxβ

0
, x>0

, elsewhere , (4) 

where α is Weibull scale parameter, β is Weibull shape parameter x is a random variable. 
Details for the derivation of α and β by the maximum likelihood method is found in [19]. The 
probability of failure resulting from every defect is calculated based on the cumulative 
probability density function of Weibull. The highest probability of failure presents the failure 
event of the specimen according to the weakest-link theory. Furthermore, an estimate of the 
central tendency of the resulting density function can estimate the mean of the fatigue lifetime 

  μ = α
−1
β ∙ Γ (1 + 1

β), (5) 

where Γ stands for the gamma function. The scatter of fatigue strength can be estimated by the 
variance of Weibull probability density function 

  σ2 = α
−2
β ∙ {Γ (1 + 2

β) − [Γ (1 + 1
β)]2, (6) 

where the gamma function Γ is given by definition as 

  Γ(α) = ∫ Nf
α−1. e−Nf dNf

∞
0 , (7) 

where Nf is the random variable of interest as fatigue lifetime in cycles. Figure 6 shows a 
schematic illustration of the modeling procedure. It illustrates how the defect stress 
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concentration factors based on the µ-CT analysis are being calculated. Numerical integration 
of fatigue lifetime is preceded by curve fitting of da/dN test. Constant amplitude fatigue testing 
provides input for establishing Weibull density function based on the maximum likelihood 
method. The function is used to conclude the fatigue lifetime with the highest probability of 
failure. 

 
Figure 6: Schematic illustration of the procedure of fatigue lifetime calculation based on defect 

analysis and crack propagation approaches. 

While cyclic plasticity parameters in the load increase test (LIT), were derived to simulate one 
stable cycle of fatigue loading at a given stress amplitude [22]. The simulation was carried on 
an FE-model built by the µ-CT analysis. And the field parameter displacement (u) is represented 
based on Fourier series. The latter representation is more effective than Lagrangian polynomials 
in expressing the complex variation of displacement under cyclic loading. The aim is to 
calculate real stress and damage state of a specimen at a point where the specimen response 
stabilizes. Element-wise stress-based damage is presented according to Dang-Van HCF 
criterion 

  σDV = τmax + φ Pmax, (8) 

where σDV is Dang-Van stress, τmax  is the maximum shear stress,  φ is the sensitivity factor, 
Pmax is the maximum hydrostatic pressure. Numerical transformation of element-wise stresses 
is carried out by 

  xi′ = b + xi−xmin
xmax−xmin

(a − b), (9) 

where xi′ is a transformed random variable, ‘a’ and ‘b’ are the limits of transformation interval, 
such that valid expressions of Eq. (4) is possible using the maximum likelihood method. 
Iterative selection of the boundaries of the transformation interval goes on until the first possible 
fatigue failure is detected, which represents the lower bound of fatigue life. Fatigue lifetime is 
calculated accordingly 

  Nf
p = (bn σa

Pr K
)1 bm⁄ , (10) 

where Nf
p is a probabilistic fatigue life, bn is Monte-Carlo quadrature, Pr is probability 

correction factor, K is the fatigue strength coefficient, bm is the fatigue strength exponent. 
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Random selection of elements for fatigue failure detection by Monte-Carlo simulation 
continues until failure probability is no longer valid. 

 
Figure 7: Schematic illustration of the procedure of fatigue lifetime calculation based on plastic 

damage and material reaction in a continuous load increase test. 

3 RESULTS AND DISCUSSION 
       Through this section, the experimental and modeling results will be discussed to show the 
difference between them. Figure 8a shows the quasi-static flow behavior of two batches A and 
B. It is observed that batch A has higher tensile and yield strength than of batch B. However, 
batch B (PH) showed higher total fracture strain by 20% than of batch A. This is probably 
because of lower cooling rates leading to microstructural coarsening. 

 
(a) (b) 

  
Figure 8: Flow properties of AlSi12 in batches A (SR) and B (SR + PH): (a) quasi-static loading;  

(b) cyclic deformation and plastic strain material reaction in continuous load increase test. 

While Figure 8b illustrates the cyclic deformation and plastic strain material reaction in 
continuous load increase test (LIT). It shows no significant difference in the resulting fracture 
stress. Batch B also shows lower plastic strain and accordingly damage in the range of 30 to 
110 MPa, this means higher fatigue resistance into this stress range (HCF and VHCF). At 
~110 MPa onwards, the resistance to cyclic loading regarding plastic strain is higher for batch 
A that translates to higher fatigue resistance into LCF. 

Furthermore, Figure 9a presents the crack propagation curves for batches A and B, and it is 
shown that there is no difference in crack propagation resistance. However, batch B has a 
slightly higher threshold stress intensity factor range (∆Kth). In region (2), there is no difference 

0 1 2 3 4 5
0

100

200

300

MPa

500

 A: SR
 B: SR + PH

Tr
ue

 s
tre

ss
, 

33

t = 1.6710-2 s-1

A
B

Total strain, 33 [10-2]

Mat.: AlSi12

4 6 8 10 12 14
0

50

100

MPa

200
Mat.: AlSi12, R = -1, f = 20 Hz
da/dN = 10 MPa/104 cycles
a,start = 30 MPa

St
re

ss
 a

m
pl

itu
de

, 
a

No. of cycles, N [104]

A

B

0.0

0.3

0.6

0.9

1.2

 A: SR
 B: SR + PH

Pl
. s

tra
in

 a
m

p.
, 

a,
p [

10
-3
]

a

276



M. Awd, M. Merghany, S. Siddique, and F. Walther 

 9 

in the crack propagation rate between the two batches. While in the region (3), batch B has 
higher fracture toughness. In Figure 9b, the S-N curves of VHCF regime of the two batches are 
presented. It shows a superior VHCF strength of batch B rather than batch A, as the fatigue 
strength at 1E9 cycles was higher by ~33% in batch B. This leads to the assumption that 
although internal porosity acts as fatigue failure initiation sites [21], microstructural features 
induced in-process play a more dominant role in the lifetime of a specimen until a crack is 
initiated. 

(a) (b) 

  
Figure 9: Fatigue strength characterization of batches A (SR) and B (SR + PH): (a) crack propagation 

curves based on stress intensity factor range (ΔK); (b) VHCF Woehler curve. 

Moreover, Figure 10a presented a comparison between experimental and calculated fatigue 
lifetime. It shows that the calculation is well precise at 120 MPa. Otherwise, it is much less 
accurate for batch A at 110 MPa and batch B at 140 MPa. In Figure 10b, the scatter of fatigue 
strength by Eq. (5,6) is illustrated. Batch A shows consistently higher scatter along with the 
entire range of applied stresses as it has significantly more remnant porosity, means more 
probable crack initiation sites. 

(a) (b) 

  
Figure 10: Comparison between simulated and experimental fatigue lifetimes according to the defect-

based approach: (a) Woehler curves; (b) fatigue scatter according to Weibull functions. 
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The effect of the defect size on the fatigue lifetime is also studied, and Figure 11a shows the 
fatigue lifetime as a function of pore diameter for three stress levels. It is observed that the 
difference between the maximum and minimum fatigue lifetime is increasing at lower stress 
amplitudes. This concludes that the fatigue scatter will increase at VHCF stress amplitudes. It 
also concluded that the defect proximity to the surface has a detrimental effect on a specimen 
fatigue lifetime. Figure 11b is presenting the relation between the failure probability against 
pore characterization, which is the ratio between pore size and shortest distance to the surface. 
The point of highest probability of failure represents the fatigue lifetime for the whole specimen 
according to the weakest-link theory. The relation is inversely proportional with Figure 11a. 

              (a)         (b) 

  

Figure 11: Effect of porosity, pore size, and location on fatigue strength: (a) fatigue lifetime as a 
function of pore diameter; (b) effect of pore characteristic on the probability of failure. 

Figure 12 shows a comparison between the experimental fatigue lifetime and Monte-Carlo 
simulation prediction for both batches.  

            (a)            (b) 

  

Figure 12: Comparison of predicted and experimental fatigue lifetimes as a result of the damage-
based approach and Monte-Carlo simulation for batches: (a) A (SR); (b) B (SR + PH). 

For batch A, the agreement along the range of stresses was following the same behavior except 
for the prediction of fatigue scatter between 90 and 60 MPa. However, it was better regarding 
the mean value and its variance at values above 90 MPa. On another side, the agreement for 
batch B was good from both aspects in LCF to VHCF range. 
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4 CONCLUSIONS AND OUTLOOK 
       Through this study, two fatigue lifetime prediction approaches were presented for two 
batches of SLM AlSi12. Batch A was manufactured without platform heated (No PH) while 
batch B was manufactured with platform heated (PH) to decrease the cooling rate during the 
manufacturing process. The results showed microstructural coarsening and a reduction in quasi-
static strength, improvement of ductility, and enhancing the fatigue strength by ~33% in VHCF 
range. 
The first-lifetime prediction approach was based on defect tolerance and crack propagation 
curves as well as the weakest-link theory. While the derivation of statistical parameters 
followed concepts of the maximum likelihood method and the calculation was fairly accurate 
within the same range at which crack propagation test was carried out. The qualitative 
representation of scattering of fatigue strength in batch B, following this approach was 
consistent. 
The second approach, which was a plastic damage-based one, by using the continuous load 
increase test. It results showed more coherent results in LCF to VHCF range with respect to the 
mean of fatigue strength and its variance. The approach integrated an FE-modeling of the stable 
cyclic response as well as a Monte-Carlo simulation. The results concluded that the damage-
based approach is better regarding mechanical testing efficiency and quality of the results. 

This concept is open for further utilization for the investigation of damage mechanisms in SLM 
AlSi12 on the microstructural scale. The developed scheme will be applied to the new concept 
of functionally graded materials in additive manufacturing. 
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Summary: Laser Beam Melting (LBM) is currently garnering industrial attention and many 

numerical researches have been carried out in order to understand the physics behind the 

process. However, due to the gap between the grain scale (micrometres) and the bead scale 

(millimetres), current state-of-the-art multi-physical models are computationally expensive as 

each powder grain is individually represented. Hence, simulating more than a single LBM track 

in a reasonable computational time is a challenging task. To overcome this limitation, a new 

mesoscopic approach is proposed, which intends to bridge the fine thermo-hydrodynamic 

representation and the macroscopic thermal models. The powder bed is represented by a 

homogeneous medium with both equivalent thermal and fluid properties. A bulk heat source is 

considered when the laser heats the powder bed whereas a surface heat flux is imposed on the 

melted powder bed surface. Apparent viscosity and surface tension are attributed to the 

homogenized medium so that modelling powder densification, melting and spheroidization of 

the melt pool is made possible by solving compressible Navier-Stokes equations. In addition, 

thermocapillary effects as well as vaporisation-induced recoil pressure are implemented, so 

that realistic thermo-hydrodynamic phenomena are successfully taken into account.  

1 INTRODUCTION 

Laser Beam Melting (LBM) is an additive manufacturing process where successive layers 

of metallic powder are selectively melted by a laser beam, following a computer-programmed 

strategy. This technology is garnering an important industrial attention, especially in the 

aerospace sector, as it gives design flexibility that brings the opportunity to think differently the 

shape and the functionalities of manufactured components. The interaction between the laser 

beam and the powder bed gives rise to complex physical phenomena (energy absorption by the 

powder, melting, melt pool convection, metal vaporisation, rapid solidification and so on) 
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which must be understood to control the process at the industrial scale. In this regard, multi-

physical simulation of laser-material interaction becomes an essential research tool to complete 

experimental diagnostics, to help understanding the origin of some defects such as porosities or 

cracks and to predict solidification conditions. 

However, due to the gap between the grain scale (micrometres) and the bead scale 

(millimetres), numerical simulation of LBM leads to the use of important computational 

resources. Generally, to bypass this limitation, two simulation strategies are encountered [1,2]. 

Firstly, at the micro/mesoscale, the models are focused on the laser-matter interaction and on 

the thermo-hydrodynamic phenomena involved at the vicinity of the melt pool. Current state-

of-the-art multi-physical models are still computationally expensive as each powder grain is 

individually represented [3,4]. Hence, simulating more than a single LBM track in a reasonable 

computational time is a challenging task. Secondly, at the macroscale, the models are interested 

in the thermomechanical behaviour of the component during the process. At this scale, thermal 

problem is generally reduced to a simple conduction problem where the laser input is 

represented by an equivalent moving heat source [5,6]. As the energy input is approximated, 

the predicted mechanical behaviour is sometimes far from reality. 

Consequently, in order to make the bridge between these two scales, a new mesoscopic 

approach is proposed, based on the pioneering works of Dal et al. (2016) [7] and Chen et al. 

(2017) [8]. This intermediate methodology intends to bridge the gap between the fine thermo-

hydrodynamic models and the purely thermal macroscopic models. The present proof of 

concept is performed in a static laser configuration, using the commercial software COMSOL 

Multiphysics®. The powder bed is represented by a homogeneous absorbing medium with both 

homogenized thermal and fluid properties. A bulk heat source is considered when the laser 

heats the powder bed whereas a surface heat flux is imposed on the surface of the liquid pool. 

Apparent viscosity and surface tension are attributed to the equivalent medium so that 

modelling powder densification (due to powder coalescence), melting and spheroidization of 

the melt pool is made possible by solving compressible Navier-Stokes equations. In addition, 

thermocapillary effects as well as vaporisation-induced recoil pressure are implemented and 

experimentally validated, so that realistic thermo-hydrodynamic phenomena are successfully 

taken into account. This makes the present approach a promising alternative to current multi-

physical models, which will be easily transposed into a 3D geometry, in single and multiple 

LBM tracks configurations.  

2 PHYSICAL MODEL 

2.1 Principles of the mesoscopic approach 

The method treats the powder bed, which is a granular medium, as a homogenized 

continuous material with a given initial porosity and homogenized thermal and fluid properties 

(Figure 1a). When the equivalent medium is heated, powder irreversible transformation is 

handled with a densification function ϕ (Figure 1b), which gives the fraction of powder phase 

as a function of temperature. The medium properties ψ are then expressed as a function of ϕ, to 

ensure transition from powder to condensed phase properties: 

 =  + 1 −   (1) 
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2.2 Governing equations 

 Thermal problem 

Thermal field is computed by solving the energy conservation law in transient condition: 

  +    =    +  (2) 

where cp, ρ, and k are respectively the specific heat, the density and the conductivity of the 

different phases and Q is the laser heat source. Latent heat of melting Lm is introduced thanks 

to an equivalent specific heat [9]: 

 =  + √∆  −  − ∆  (3) 

where Tm = 0.5(Tliq+Tsol) is the “melting” temperature and 2∆T = (Tliq-Tsol) is the 

melting/solidification interval. Regarding the laser source, two cases should be considered, 

whether the equivalent medium is in powder form or in condensed state. Nevertheless, in both 

cases, a Gaussian heat flux is imposed on the domain upper boundary [EC] (Figure 2): 

 =    −  g(t) (4) 

where A is the material absorptivity, θ is the laser incident angle relative to the material/vapour 

interface; P and R0 are the laser power and radius respectively. In addition, g(t) = 1 – exp(-t/τ) 
is the temporal profile of the laser pulse, with a characteristic rise time τ = 150 µs. 

In the first case, when the irradiated material is in powder state, Gusarov et al. (2009) [10] 

demonstrated that the powder bed could be approximated to a homogeneous absorbing-

scattering medium. Actually, when the laser beam interacts with loose powder, the incident 

beam penetrates in the bulk medium as it is reflected several times by the powder grains. More 

recently, Dayal et al. (2017) [11] confirmed this behaviour by means of ray-tracing simulations. 

Consequently, laser input should be modelled as a bulk heat source, which penetrates in the 

Figure 1: (a) Schematic of the new mesoscopic approach in static laser configuration. (b) Fraction of powder 

versus temperature. Material transformation is made irreversible, using a hysteresis function (red arrow).  

283



Yaasin A. Mayi, Morgan Dal and Patrice Peyre 

 4

powder layer depth. Gusarov et al. proposed an analytical law, which expresses Q as a function 

of the powder average diameter, the bed porosity and the bed depth. Here, the authors used 

instead the Beer-Lambert law, which is easier to implement in a finite element code and which 

gives similar results:  

 =  =  (5) 

where α is the extinction coefficient and I is the heat flux which decays exponentially with the 

bed depth. Notice that in equation (2), the laser bulk heat source term Q is weighted by the 

function ϕ, to unsure it only applies in the powder. 
In the second case, when the powder is melted, the bulk heat source is not applied anymore 

(ϕ = 0) and the laser input reduces to a heat flux on boundary [EC] (Figure 2): 

  − = 1 −  −  (6) 

where φlosses contains the heat lost by vaporization, radiation and convection.  

Here, the authors should make a remark regarding the chosen heat source model. In practice, 

it is observed that the laser beam interacts mostly with the melt pool during the process in the 

steady state regime [12]. The powder bed melts almost instantaneously (≈ 10 µs) at the very 

first interaction with the laser beam and then the surrounding powder is melted by contact with 

the melt pool. So one could argue that, as the melting time is negligible compared to the dwell 

time (≈ 100 µs), it is not necessary to include the first heating stage with the bulk heat source – 

especially in a moving laser source configuration. This objection would be physically founded. 

However numerically speaking, our equivalent powder medium has a relatively small thermal 

diffusivity. Hence, imposing a high heat flux prior to densification would require smaller 

elements and time steps (and thus longer computational times) to avoid numerical thermal 

undershoot. Therefore, this approach is also a convenient way to ensure numerical stability.  

In addition, heat lost by vaporization equals to the product of the latent heat of vaporisation 

LV and the evaporation mass flux. The latter is commonly expressed thanks to the Hertz-

Langmuir equation [13]:  

Figure 2: Initial geometry and mesh. Notice that here the mesh has voluntary been 

coarsen to lighten the figure. Mesh is refined down to 1µm in the subdomain [DEFG]. 
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 = 1 −  2  (7) 

where βR is the retro-diffusion coefficient (i.e. the fraction of vaporized particles which re-

condensates when they interact with the surrounding particles), M is the molar mass of the 

vaporised species and Psat is the saturated vapour pressure. Psat is calculated thanks to the 

Clausius-Clapeyron law: 

 =   1 −   (8) 

where Patm is the atmospheric pressure and TV is the boiling point at atmospheric pressure. 

In previous works [14,15], we have explained that equation (7) could not be consistently 

used as it is, because the Hertz-Langmuir law is valid only in vacuum or at temperature much 

greater than the boiling point, when vaporization is strong enough to expel the surrounding 

ambient gas. In these cases, βR tends toward 0.18 [16,17]. Pang et al. (2015) [18] and later 

Girardot et al. (2017) [19] generalized equation (7) to account for the ambient pressure effects 

in the whole temperature range. The authors actually followed their recommendations. For 

conciseness purpose, we will not provide more details here, please report to the cited papers.  

Finally, the external boundaries [AB] and [BC] are sufficiently far from the heat source to 

be set as adiabatic. 

 Fluid flow problem 

At the laser intensities involved in LBM (I ≳ 1 MW/cm²), similar to laser welding, Semak 

and Matsunawa (1997) [20] clearly demonstrated that such a process is thermally limited (at 

steady state) by melt pool convection driven by vaporization-induced recoil pressure. Thanks 

to their so-called “piston” model, they have estimated that at this intensity order of magnitude, 

70% to 90% of the laser energy is exchanged by convection [20]. It is thus of a major importance 

to compute fluid flow with maximum fidelity. 

Fluid flow problem is thus established by solving mass and momentum conservation laws in 

compressible form to allow powder densification:   +    = 0 (9) 

  +    =   − + μ  +  − 23    +  +  (10) 

where µ is the dynamic viscosity and K is a Darcy penalization term, which allows computing 

the solid/liquid transition in the substrate [21]:  

 =  1 −  +   (11) 

where fliq is the liquid fraction, C1 and C2 are numerical constants tailored to penalize velocity 

in the solid. In the powder bed, the powder/liquid transition is handled with the ϕ-dependant 

dynamic viscosity [8].  

The melt pool hydrodynamics is driven by different forces applied to the liquid/vapour 

interface, namely the recoil pressure, surface tension and thermocapillary shear stress: 
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− + μ  +  − 23      = −   +  +   (12) 

where the recoil pressure is commonly expressed by [13]: 

 = 12 1 +  (13) 

As for the vaporization mass flux, we use Pang’s recommendations to account for the ambient 

pressure effects on the recoil pressure [18].  

Finally, no slip boundary condition is applied on boundaries [AB] and [BC]. 

 Arbitrary Lagrangian Eulerian Method 

The evolution of the domain free boundary [EC] is tracked using the Arbitrary Lagrangian 

Eulerian (ALE) method, pre-implemented in COMSOL Multiphysics®. With this method, the 

interface vertices follow the fluid movement through equation (14): VI	=	uLn (14) 

where VI is the interface velocity and uLn is the fluid velocity projected to the normal of the 

interface. Interface displacement is then propagated throughout the domain, following the so-

called Yeoh smoothing method, which looks at minimising mesh deformation energy [22]. 

3 MATERIALS PROPERTIES 

In the present paper, we present two cases of static laser-matter interaction, with and without 

powder bed. Except for the thermal conductivity, the initial powder bed properties are 

calculated as the weighted average of the powder grain properties (Inconel 625®) and the 

interstitial gas properties (argon):   =  + 1 −  (16) 

where ε is the powder bed porosity. Thermal conductivity is estimated as one hundredth of the 

conductivity of the powder grains [23,24]. All the thermophysical properties used during the 

simulation are summarized in Table 1 and Table 2. 

Table 1: Properties of the powder bed. 

Properties (unit) Value 

A Absorptivity powder/liquid 0.6/0.3 

ep Thickness (µm) 40 

k Thermal conductivity (Wm-1K-1) 0.27 

α Extinction coefficient (m-1) 1/ep 

δT Densification interval (K) 300 

ε Porosity 0.5 

µ Dynamic viscosity (Pa.s) 15 

σ Surface tension (N.m-1) 0.01 
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Table 2: Thermophysical properties and parameters used in the simulation [25,26]. 

Properties (unit) IN625 Argon 

cp Specific heat (J.kg-1.K-1) 680 520 

k Thermal conductivity (W.m-1.K-1) 26.9 1.7E-2 

Lm Latent heat of melting (kJ.kg-1) 270  

LV Latent heat of vaporization (kJ.kg-1) 6294  

M Molar mass (g.mol-1) 59.47  

Tsol Solidus temperature (K) 1533  

Tliq Solidus temperature (K) 1609  

TV Boiling temperature (K) 3190  

γ = ∂σ ∂T⁄  Thermocapillary coefficient (mN.m-1.K-1) 0.11  

µ Dynamic viscosity (Pa.s) 2E-3  

ρ Density (kg.m-3) 7886 1.6 

σ Surface tension (N.m-1) 1.842  

4 APPLICATION CASES 

Prior to modelling the case of powder bed fusion, we should check if our physical model is 

able to describe correctly the melt pool thermo-hydrodynamics, independently to the powder 

bed aspect. A preliminary study is thus the case of laser spot welding (i.e. static shooting on 

plates). 

The computational domain with the mesh is shown in Figure 2. To optimize mesh 

deformation via the ALE method, we have defined a single computational domain where the 

transition from the substrate to the powder bed is smoothly set, thanks to a Heaviside function. 

With a two-domain strategy (Figure 3a), the deformed mesh volume would be restrained to the 

powder layer. With the single-domain strategy (Figure 3b), mesh deforms across the materials 

domains and elements distortion is propagated throughout the whole volume. 

Powder domain 

Substrate domain Single domain b a 

Figure 3: Configuration of the computational domain. (a) Each material (powder/substrate) has 

its own geometrical domain. (b) There is only one geometrical domain with a smooth transition 

between the powder layer and the substrate. 
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Mesh is locally refined, down to 1 µm, around the laser-material interaction zone, where a 

fine discretization is needed to compute thermal gradient and fluid flow accurately, and where 

most mesh distortion is expected. With such a mesh, approximately 100,000 degrees of freedom 

have to be solved. The time step is fixed to 10-6 s, using a Backward Euler temporal scheme 

(BDF, order 1). The problem is solved using the direct PARDISO solver. 

Finally, computation took about 3h to simulate 0.1 ms of laser shot with powder, using 8 

cores of a Dell® workstation (CPU: Intel® Xeon® @3.2 GHz, RAM: 128 Go).  

5 RESULTS 

5.1 Case without powder 

Below are presented the results of a series of laser spot welding simulations and experiments. 

We compare on Figure 4a, the macrograph of a fused zone obtained with a 3 ms-long static shot 

performed on an Inconel 625® plate with a Yb-YAG laser. The focal spot is set to 205 µm and 

the incident power is 700 W. The shape of the melt pool predicted by finite element method 

agrees well with the final shape of the fused zone. The temperature of the melt pool free surface, 

on a width equivalent to the laser spot diameter, is around 3500 K, which is superior to the 

boiling point at atmospheric pressure (TV = 3190 K). Consequently, the pressure difference 

between the centre (≈ Patm + Precoil) and the sides (Patm) of the melt pool, induces a depression 

zone (keyhole) which controls the depth of the fused zone. As highlighted by the white 

streamlines, the melt pool is fed by the solid from the bottom and liquid metal is driven by the 

recoil pressure, from the centre of the interaction zone to the rim of the melt pool. A small melt 

volume in the bottom centre of the interaction zone is thus sheared by this ejected melt, 

generating a small recirculation zone. A second recirculation zone is created at the vicinity of 

the liquid/solid transition, due to thermocapillary shear stress. This local vortex increases the 

melt penetration in the solid, hence increasing the local melt pool width. 

In addition Figure 4b compares, for different laser incident intensities, the fused zone width 

and depth predicted by our model and obtained experimentally. Within this intensity range, our 

model predicts the dimensions of the fused zone with an average error inferior than 10% (5 % 

for the width and 7% for the depth), which is very satisfying.  

Figure 4: (a) Numerical melt pool compared to the macrograph of the fused zone obtained in the same 

conditions (P = 700 W, R0 = 102.5 µm, t = 3 ms). (b) Comparison of the dimensions of the experimental 

fused zones and the numerical melt pool for different incident intensities. 
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5.2 Case with powder 

Our model presents a good ability to take into account the role of recoil pressure on melt 

pool hydrodynamics and to predict the shape and the dimensions of the fused zone. Now the 

study should be focused on the equivalent powder bed. 

Figure 5 gives the dynamics of powder bed melting, obtained with a 0.1 ms-long static laser 

shot, with a focal spot set to 50 µm (typical to LBM) and an incident powder of 250 W. The 

melting sequence can be decomposed in three steps.  

Firstly, during the first tens of microseconds, the equivalent powder bed densifies and melts. 

The powder volume under the laser spot hence collapses (Figure 5a). Physically speaking, 

powder densification is due to the melting of individual powder grains which coalesce. A good 

illustration is given by Körner’s simulations [27]. Here, this mechanism is handled with a 

variation of the equivalent powder bed density with temperature, via the function ϕ. Note that 

for numerical stability reasons, we have used an artificial densification interval δT = 300 K, 

which is larger than the melting interval 2∆T = 76 K. Hence, in our model, densification starts 

before melting, which is not physical – here, regarding the melting time scale, we do not expect 

for solid sintering to occur. Nevertheless, this numerical artifice should not have a significant 

impact at the scale of the LBM bead as it is restrained to short time and length scales.  

Secondly, the melt pool created gets it spherical shape due to surface tension (Figure 5b). 

With our equivalent approach, this is possible because we attribute to the powder, a sufficiently 

low surface tension (one hundredth of the liquid surface tension), so that powder has no 

mechanical effect on the melt pool. The melt pool is free to spheroidize. Physically speaking, 

shaping of the fusion zone is governed by the balance between the melted grain inertia and 

surface tension. The time scale for the melt pool shaping is given by the Rayleigh time tray = 

(ρD3/ σ)1/2, which is of the order of 10-5-10-4 s for metals [27].  

Figure 5: (a) Densification of the powder bed (t ≈ 50 µs). (b) Spheroidization of the 

melt pool, prior to vaporisation (t ≈ 65 µs). (c) Vaporisation: the melt pool is 

deflected by the recoil pressure (t ≈ 80 µs). 
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Finally, the melt surface temperature rapidly reaches the boiling point, after about 65 µs. 

The spherical melt pool is deformed by the recoil pressure, which favours its penetration in the 

substrate underneath (Figure 5c). 

6 CONCLUSION AND PERSPECTIVES 

An original mesoscopic method has been proposed to simulate laser-material interaction 

during LBM. This new methodology, which treats the powder bed as an equivalent 

homogeneous medium, has proven to be efficient in modelling hydrodynamics phenomena 

associated to powder bed fusion – densification, melting and vaporisation – without resorting 

to the granular description. It is believed that this method is a good alternative to current state-

of-the-art multi-physical models as it reduces computational effort associated to meshing 

granular media. Without powder, the model reduces to the case of laser spot welding, which 

was successfully validated with experiments.  

The next step will be to transpose the current model into a 3D geometry, to simulate a single 

LBM pass. The shape and dimensions of the obtained bead will be confronted to experiments 

and to numerical results provided by an alternative level-set approach developed at Mines 

ParisTech [28], in a context of a collaborative study.  
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Abstract. We present a multi-physics model for the approximation of the coupled system
formed by the temperature-dependent Navier-Stokes equations with free surfaces. The main
application is the industrial process of shallow laser surface melting (SLSM), for laser polishing
of metal surfaces. We consider incompressible flow equations with solidification, and we model
the laser source through physically-consistent boundary conditions. We incorporate Marangoni
effects in the surface tension model to drive internal motion in the liquid metal. The numerical
method relies on an operator splitting strategy and a two-grid approach. A proof of concept of
the numerical model is achieved through a static laser melting process.

1 INTRODUCTION

Laser polishing is a widespread process in various industries [2, 14, 15], consisting in re-
melting the surface of a metal in order to reduce surface roughness when re-solidifying. Its
effectiveness relies on the strong dependency between the fluid flow properties of the metal (or
alloy), and the heat effect [1]. The underlying multi-physics model for such a system is com-
posed by the temperature-dependent Navier-Stokes equations, coupled with the heat equation
for solidification processes, and with a free surfaces model for the simulation of the surface of
the re-melting metal. Although no substrate is incorporated into the mixture here, the goal of
this study is to simulate the internal motion of the melting pool, and accurately model the free
surfaces that arise in laser polishing processes. In particular, we model the complex relation-
ship between internal currents in the liquid metal, the temperature and the free surface evolution
through Marangoni effects [5, 13]. The objective of this work is thus to highlight the internal
fluid motion induced by Marangoni effects in laser surface melting processes.
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We consider incompressible flow equations with solidification, by using a Navier-Stokes
model with an additional Carman-Kozeny term [9]. We add thermal effects with an enthalpy-
based convection-diffusion heat equation, and we model the laser source by applying a heat flux
boundary condition on the free surface. We incorporate Marangoni effects in the surface tension
model to drive internal motion in the liquid metal. The numerical method relies on an operator
splitting strategy and a two-grid approach, which has been tested in other situations (without
solidification effects) in [3, 4, 6]. The operator splitting allows to decouple the various physical
phenomena, in particular advection and diffusion processes. The two-grid approach allows to
have an accurate description of the free surfaces.

A proof of concept of the numerical approach is achieved through an example of static laser
melting, to show how laser polishing processes can induce convective currents in the melting
regions, through Marangoni effects, and affect surface roughness.

2 MODELING

Let us consider a bounded domain Λ ⊂ R3, and let tmax > 0 be a given final time. For
any time t ∈ (0, tmax), let Ωt ⊂ Λ be the domain occupied by the metal (solidified or not) and
Γt := ∂Ωt\∂Λ be the free surface between the metal and the ambient air, namely the boundary
of the metal domain that is not in contact with the boundary of the whole cavity. The air
is considered as vacuum. Typically, we consider the laser polishing of a metal plate Ωt , as
illustrated in Figure 1 in two space dimensions.

Λ
Laser source

Ωt

ϕ = 0

ϕ = 1
f� = 0

f� = 1
ϕ = 1 Γt

Figure 1: Laser melting of a metal plate (2D sketch). The cavity Λ contains metal and air. At each time t ∈
(0, tmax), the metal domain Ωt (solid and liquid) is separated from the ambient air by the metal-air interface Γt . A
vertical laser source is applied in the middle of the domain and melts the central region of the metal. A vorticity
flow develops in the liquid region. The metal domain is described by its volume fraction of metal ϕ, while the
temperature T determines the liquid and solid regions.
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Let Q be the space-time domain containing the metal:

Q = {(x, t) ∈ Λ× (0, tmax) : x ∈ Ωt ,0 < t < tmax} .

The velocity field v : Q → R3 and the pressure field p : Q → R are assumed to satisfy incom-
pressible, time-dependent Navier-Stokes equations in Q. The Navier-Stokes equations include
an additional Darcy-like reaction term to model the solidification process, penalizing the ve-
locity in the solid region. The enthalpy H : Q → R is assumed to satisfy the classical enthalpy
formulation of the heat conservation equation, which can be derived by simplifying the gen-
eral energy conservation equation with Fourier’s law (see [9] for details). The complete set of
equations in Q thus reads:

ρ
∂v
∂t

+ρ(v ·∇)v−2∇ · (µD(v))+α(T )v+∇p = ρg , (2.1)

∇ ·v = 0, (2.2)

∂H
∂t

+v ·∇H −∇ · (k∇β(H)) = 0. (2.3)

Here D(v) = 1/2(∇v+∇vT ) is the symmetric deformation tensor, ρ, µ and k are respectively
the density, the viscosity and the thermal conductivity of the metal, and ρg is the gravity force.
The function T = β(H) describes the relationship between the enthalpy H and the temperature
T , and is determined by the phase transition and properties of the material.

In order to model the solidification process with a diffuse model (mushy zone), the velocity is
penalized with the Carman-Kozeny empirical law, which represents the coupling with a Darcy
flow in porous media [9]. The reaction coefficient in (2.1) is given by:

α(T ) = ᾱ
µ(1− f�(T ))2

( f�(T )+ ε)3 , (2.4)

where ᾱ is a constant to be calibrated and f� is the liquid fraction, which equals one in the liquid
region (above the temperature of fusion) and zero in the solid region. Note that 0 < ε << 1 is a
numerical parameter to avoid a division by zero.

Let ϕ : Λ× (0, tmax)→{0,1} be the volume fraction of metal, which equals one if the metal
is present (solid or liquid) and zero if it is not (also known as the characteristic function of the
metal domain), and thus the space-time metal domain can be defined as:

Q = {(x, t) ∈ Λ× (0, tmax) : ϕ(x, t) = 1} .

In order to describe the kinematics of the free surface, the volume fraction of metal ϕ must
satisfy (in a weak sense) the transport equation:

∂ϕ
∂t

+v ·∇ϕ = 0 in Λ× (0, tmax), (2.5)
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The model is completed with initial and boundary conditions. The volume fraction of metal
ϕ(·,0) is given at initial time, which is equivalent to defining the initial metal region Ω0 =
{x ∈ Λ : ϕ(x,0) = 1}. The initial enthalpy (or equivalently temperature), and velocity fields are
then prescribed in Ω0. Boundary conditions for ϕ are applied, if necessary, on the inlet part
of ∂Ωt for (2.5). The Navier-Stokes equations (2.1)-(2.2) are completed with slip or no-slip
boundary conditions imposed on the boundary of the metal domain ∂Ωt that is in contact with
the boundary of the cavity ∂Λ.

Surface tension and Marangoni effects on the liquid metal-air interface are taken into account
via a force term on the free surface [13]. The ambient air is assumed to have no influence on
the metal, and is treated as vacuum. The boundary conditions on the metal-air interface are thus
given by:

−pI+2µD(v) = γκnΓt +∇Γt γ, on Γt = ∂Ωt\∂Λ, (2.6)

where nΓt is the external unit normal vector to Γt towards the vacuum, κ is the curvature of
Γt , and γ is the surface tension coefficient. In the sequel, we’ll assume that γ = γ(T ) only
depends on the temperature. In this case, the term ∇Γt γ is defined as ∇Γt γ = γ′(T )∇T · t1 +
γ′(T )∇T · t2, where ti, i = 1,2, are two linearly independent vectors in the plane tangent to Γt ,
and perpendicular to nΓt .

1

The boundary conditions for the heat equation (2.3) are as follows: the laser source is mod-
eled via a given heat flux on the boundary Γt of the metal domain, while adiabatic boundary
conditions are applied on the rest of the boundary.

The coupled multiphysics problem thus consists in finding the time evolution of the position
of the volume fraction of metal ϕ in the cavity Λ, together with the enthalpy H, the velocity v
and the pressure p in the metal domain only.

3 NUMERICAL METHODS

The numerical method is inspired from [3, 4, 6], where it has been validated in various
situations. It is adapted here to the coupled multi-physics problem arising when considering
temperature-related effects. It relies on operator splitting and a two-grid method: the splitting
algorithm decouples advection and diffusion phenomena, while the two-grid algorithm allows
to increase the accuracy of the approximation of the free surface by considering finer grids for
the approximation of advection problems.

3.1 Time splitting algorithm

Let N ∈ N, and τ = tmax/N a constant time step. A subdivision of the time interval [0, tmax]
is given by tn = nτ, n = 0, . . . ,N. Assume that ϕn is an approximation of ϕ available at time tn,
which defines the metal domain Ωn = {x ∈ Λ : ϕn(x) = 1}, and that vn, pn,T n,Hn are known
approximations of v, p,T,H respectively on Ωn at time tn. Then the approximations ϕn+1,

1Note that if γ is a function of x ∈ R3, the operator ∇Γt is the surface gradient for the surface Γ, and is defined
by ∇Γγ := ∇γ−nΓ (nΓ ·∇γ).
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Ωn+1, vn+1, pn+1, T n+1, Hn+1 at time tn+1 are computed by means of a splitting algorithm as
illustrated in Figure 2.

Ωn

Time tn

ϕn,vn, pn,Hn,T n

(1) Advection step

ϕn+1,vn+1/2,Hn+1/2

Ωn+1

(2) Heat equation

Hn+1,T n+1

(3) Stokes problem

vn+1, pn+1

Figure 2: Operator splitting algorithm (from left to right, top to bottom). We solve successively (1) Three ad-
vection problems in order to obtain ϕn+1,vn+1/2,Hn+1/2 and thus Ωn+1. (2) The heat diffusion equation (without
convection) to determine Hn+1 (and thus T n+1). (3) A generalized Stokes problem in order to obtain vn+1 and
pn+1.

3.1.1 Advection equations

First, three advection problems are solved in order to obtain the new volume fraction of metal
ϕn+1 (and thus the new metal domain Ωn+1), the predicted velocity vn+1/2 and the predicted
enthalpy Hn+1/2. In order to do so, the advection operators in (2.1), (2.3) and (2.5) are solved
in Λ between tn and tn+1:

∂ϕ
∂t

+v ·∇ϕ = 0,
∂H
∂t

+v ·∇H = 0,
∂v
∂t

+(v ·∇)v = 0, (3.1)

with initial conditions provided by ϕn, Hn and vn respectively. This system of hyperbolic equa-
tions is linearized and solved with a forward characteristics method [6], which reads:

ϕn+1(x+ τvn(x)) = ϕn(x), Hn+1/2(x+ τvn(x)) = Hn(x), vn+1/2(x+ τvn(x)) = vn(x),

for all x ∈ Λ. The new metal domain is then defined as Ωn+1 = {x ∈ Λ : ϕn+1(x) = 1}.
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3.1.2 Heat equation

Then the heat equation (without convection term) allows to determine the corrected enthalpy
Hn+1 in the new metal domain Ωn+1 by solving:

∂H
∂t

−∇ · (k∇β(H)) = 0, (3.2)

with initial conditions provided by Hn+1/2. We use an implicit Euler scheme with appropriate
boundary conditions, together with the implicit enthalpy-temperature relation T n+1 = β(Hn+1)
for the determination of the new temperature T n+1. This time-discretized system of equations
is solved with the so called Chernoff numerical scheme [10].

3.1.3 Stokes equations

Finally, a generalized Stokes problem is solved in order to obtain the corrected velocity vn+1

and pressure pn+1 in the new metal domain Ωn+1, by solving:

ρ
∂v
∂t

−2∇ · (µD(v))+α(T n+1)v+∇p = ρg, (3.3)

∇ ·v = 0. (3.4)

An implicit Euler scheme is used for the time discretization of this Stokes system in Ωn+1,
together with the natural force condition on the metal-air interface:

−pI+2µD(v) = γ(T n+1)κnΓn+1 +∇Γn+1γ(T n+1), on Γn+1. (3.5)

3.2 Space Discretization

In order to solve this multi-physics problem, a two-grid method is used, following [3, 4, 6].
As illustrated in Figure 3 (in two dimensions of space), a regular grid of small structured cells
(with typical cell size hcells) is used to solve the advection problems (3.1), while the solutions
of the heat problem (3.2) and of the Stokes problem (3.3)-(3.5) are obtained via a finite element
approximation on a coarser unstructured tetrahedral finite element mesh (with typical mesh size
h f e).

The initial goal of introducing a two-grid method is to increase the accuracy of the approxi-
mation of the free surface (by decreasing the numerical diffusion of the approximation ϕn+1 in
(3.1)), while keeping reasonable the computational cost of solving parabolic problems (incl. the
Stokes problem) implicitly. Following [6], we typically advocate h f e � 3hcells for a reasonable
trade-off between accuracy and computational efficiency.

More precisely, (3.1) is solved with a forward characteristics method on the grid of small
cells, together with a SLIC interface reconstruction algorithm for the approximation of ϕn+1 [7],

6
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Figure 3: Two-grid method (2D sketch). The advection problems are solved on a structured grid of small cubic
cells of typical size hcells (left), and the diffusion problems are solved on an unstructured finite element mesh of
typical size h f e (right).

and post-processing heuristics to avoid artificial compression. Although the forward character-
istics method does not have to satisfy a CFL condition theoretically, the time step τ is chosen in
order to control the CFL number (to be typically between 1 and 5).

Stabilized finite elements, based on continuous piecewise linear finite elements, are used to
approximate the Stokes problem (3.3)-(3.5), while classical continuous piecewise linear finite
elements are used for the approximation of the heat equation (3.2).

4 NUMERICAL RESULTS

In order to illustrate the efficiency of our method, we present one numerical experiment
that consists of a single static laser source melting a piece of metal. This experiment was
also treated in [12], and first reported in [8]. We consider the Böhler S705 steel, whose physical
properties are listed in Table 1. The variation of active elements, typically sulphur concentration
in the material, affects the surface tension gradient with respect to the temperature, and as a
consequence the direction and strength of the Marangoni convective flow and eventually the
melting pool shape.

In addition to the physical properties in Table 1, the enthalpy-temperature relation T = β(H)
is constructed from ρ, Cps , Cps , Tf and L, as in [10]. The surface tension coefficient is con-
structed as γ(T ) = 1.943+ γ′(T )T [N/m], where the surface tension derivative γ′(T ) is given in
Figure 4 for two sulphur contents (see [11] for more details). The numerical results presented
here are obtained with the curve corresponding to 150 ppm.

The static laser source is considered as a beam of radius R = 1.4 [mm] with a power of
P = 5200 [W]. The absorptivity of the surface to the laser is η = 0.13 [-]. We simulate the
process during tmax = 1 [s].

We setup a pseudo-2D geometry as illustrated in Figure 5. The computational domain is
Λ = D1 ∪ D2 ∪ D3, with the initial metal domain Ω0 = D1 ∪ D2. The bounding box of the
whole domain is (0,14)× (0,0.05)× (0,7.25) [mm]. The finite-element mesh in regions D2
and D3 is very fine to capture fluid motions in the melting pool, while D1 is coarser. This allows

7
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Properties Values Units
Density (ρ) 8100 [kg/m3]
Temperature of fusion (Tf ) 1620 [K]
Dynamic viscosity (µ) 0.006 [kg/(m.s)]
Thermal conductivity of solid (ks) 22.9 [J/(m.s.K)]
Thermal conductivity of liquid (kl) 22.9 [J/(m.s.K)]
Enhancement factor for viscosity and 7.0 [-]
liquid thermal conductivity
Specific heat of solid (Cps) 627 [J/(kg.K)]
Specific heat of liquid (Cpl ) 723.14 [J/(kg.K)]
Latent heat of fusion (L) 2.508e+5 [J/kg]

Table 1: Material properties for Böhler S705 steel.

Figure 4: Surface tension derivative γ′(T ) as a function of temperature.

to decrease the computational time while keeping a good precision in the liquid metal. The
discretization parameters are τ = 5 ·10−5 [s], h f e = 5 ·10−2 [mm], and hcells = 1.5 ·10−2 [mm].

The laser source is modeled by a heat flux boundary condition (where heat loss is neglected).
We assume that the flux distribution depends only on the distance r to the central point, and has
the following profile:

k
∂T
∂n

=




CηP
πR2 r ≤ R

0 r > R
on Γt ,

where C = 0.2 is a constant to account for the pseudo-2D approximation, η is the metal absorp-
tivity, P is the laser power and R is the laser beam radius. Adiabatic boundary conditions are
imposed on the rest of the boundary. The initial condition for the heat problem is the ambient
temperature (no liquid region), and f� ≡ 0 in Ω0.
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Figure 5: Static laser melting (2D sketch). Computational domains (left), finite element mesh (middle) and struc-
tured grid of small cells (right).

For the Stokes problem, we consider the gravity forces with g aligned with ez. The coeffi-
cients in the Carman-Kozeny term are given by ᾱ = 100 and ε = 10−3. We apply slip boundary
conditions in the xz-plane (pseudo-2D), no slip boundary conditions on ∂Λ and the natural force
conditions on the free surface Γt . The initial condition for the velocity is the zero velocity.

The laser source induces a heating effect that creates a liquid metal zone in the center of the
metal domain. Marangoni effects generate a horizontal force at the liquid metal interface and
set the fluid in motion. The internal currents induce a deformation of the free surface between
the liquid metal and the ambient air.

Figure 6 illustrates the solution after t = 1 [s], namely the liquid fraction, the velocity field,
the temperature and the shape of the free surface. Numerical experiments show a strong cou-
pling between the thermal aspects and the deformation of the free surface.

5 CONCLUSIONS AND PERSPECTIVES

A set of equations has been presented to model melting metal with a free surface as it ap-
pears in laser surface melting processes. It allows to couple incompressible fluid flow equations
with the heat equation and a free surface. A numerical model combining an operator splitting
algorithm and a two-grid method has been used to test the model. Preliminary results have illus-
trated the coupling between the different physical phenomena (Marangoni effects, free surface
evolution, melting zone). In particular, results have emphasized the strong effect of the varying
temperature, due to laser processing, on the free surface and metal roughness.
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Abstract. We present the results of a 3D modeling of the laser powder bed fusion process on
the mesoscale level with an advanced multiphysical numerical tool. High-performance simula-
tion allowed to conduct a vast parametric study. Thus, the model has been extensively verified
against experimental results in a large parameter range, and, further, it has been used to con-
struct detailed process maps in the range not covered by the available experimental data.

The analysis of the results that were obtained in the model along with the data in the pub-
lished research allowed to propose the quantitative criteria for determining the behavior of the
track formation. The key phenomena that affect this behavior have been studied. We conclude
that the productivity limit that arises with the proportional increase in scanning speed and laser
beam power is caused by the spatter ejection. The sensitivity analysis shows that the transition
to the spattering regime is caused by the overheating of the meltpool surface layer, and, conse-
quently, the development of the surface instability. The instability development is assumed to
be due to the fact that the recoil pressure becomes much higher in comparison with the surface
tension.

1 INTRODUCTION

Despite the fact that the Additive Manufacturing (AM) with Laser Powder Bed Fusion
(LPBF) is a widely spread and well-established practice, its further acceptance is limited by
a number of issues, that have to be overcome in the nearest future. First, the speed of man-
ufacturing is currently quite low, and the search for the methods to increase it is a relevant
task in contemporary research. This increase leads to an increase in productivity, and, as a
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consequence, to the decrease in cost and broadening of the applicability range. Second, manu-
facturing of parts with high quality, that is, with low porosity, high surface quality, durability,
and a desired material structure, is still an issue as well. The quality of the parts manufac-
tured by the LPBF process is determined by many factors, including the scanning strategy, laser
beam parameters (power, spot shape, intensity distribution), and powder properties. Many of
these parameters may be varied during the manufacturing process to adapt to the change of the
melting conditions.

In light of the above, the trial and error approach to the increase of productivity while main-
taining high product quality is a complex and costly task. That is why the predictive modelling
at the finest possible level can be applied to both help with the experiments and to understand
the phenomena that affect the manufacturing process to guide the experts in the design of the
AM machines.

1.1 Product quality

The LPBF process is complex as it includes many physical phenomena, such as absorption
and scattering of the laser beam, heat conduction, phase transitions, material evaporation, the
flow of the liquid metal, recoil pressure on the melt pool surface, Marangoni convection, etc.
The melt pool which appears as a result of the laser pulse interaction with the powder particles
is highly unstable. In the mutual interaction of all these physical processes, some undesirable
outcomes are possible, for instance, keyhole formation and balling effect.

As a result, the final part could contain defects. The search for the optimal parameters that
grant a high quality of the material should take into account the whole system of the intercon-
nected physical phenomena. At the same time, since the manufactured objects consist of many
layers, which, in turn, are a series of tracks, achieving a high quality of one track is the foremost
task.

Process maps, that is, 2D graphs which show the quality of the track depending on two
control parameters, such as the laser beam power and scanning speed, are widely used to define
the optimal parameter range for a given environment and material.

The search for optimal scanning parameters is a popular topic in contemporary research.
The methods rely both on experimental data and simulation models. Since the experimental
measuring technology is limited, a computer simulation may give more insight into the process
of track formation and help to clarify the influence of various aspects.

In [1], the numerical investigation has proven the importance of the recoil pressure under the
laser beam and its influence on the keyhole formation. In [2], the 2D numerical model based
on the Lattice Boltzmann Method (LBM) is presented. The model helped to investigate the
influence of the powder position [3], transition to the balling regime [2]. Further, a 3D model
allowed to find optimal parameter region in terms of line energy and scanning speed [4].

The published research contains abundant experimental studies, where the optimal parame-
ters have been found for different materials [5] .

2

305



Dmitry S. Nakapkin et. al.

1.2 Productivity increase

The productivity of LPBF manufacturing is proportional to the layer thickness (h), scanning
speed (V), and hatch spacing (d) [5].

It may be evaluated as
Productivity =V ×h×d [mm3/s] (1)

Multiple methods can be applied to improve the productivity. One of them is the increase
in the number of lasers in the machine, which leads to a considerable cost escalation. Another
method is an increase in the laser spot size. This method has been studied in [5]. However,
since optimal scanning speed has decreased with the growth of the track width, the productivity
did not increase in the result.

The increase of the powder layer thickness is also treated as one of the ways to a higher
productivity. Indeed, the idea has been proven in experiments, where the productivity was
reported to increase significantly, when the authors used higher powder layer thickness [6, 7, 8,
9].

However, under these conditions, two major defects may be formed: large lack of fusion
regions, and small spherical micropores. The former may be caused by the inadequate track
overlap, and the unstable scanning strategies. The scanning strategy should be adapted during
the manufacturing process. At the same time, the micropore formation appears to be unavoid-
able. Furthermore, larger powder layer thickness affects the roughness of the manufactured part
surface.

The aim of the current study is to make a contribution to the search of the optimal parameter
range for the highest possible productivity. With the use of a rigorous numerical model imple-
mented in a high-performance code, we conduct a large number of experiments, find several
thresholds of the track quality transitions, and try to explain them with the theoretical study of
several specific cases.

2 SIMULATION CODE DESCRIPTION

2.1 Numerical model

The numerical model is based on the extension of the lattice Boltzmann Method and includes
phase transitions, thermal conductivity, volume heat generation, liquid dynamics of molten
metal, evaporation of metal and recoil pressure, surface tension, Marangoni convection, wet-
tability of a surface with melt, and movement of powder particles under the surface tension and
vapor flux forces [2, 10]. The powder particle finite size is taken into account, and any random
distribution in size is possible. The distribution is generated by the YADE software [11] so as
to imitate the real powder size distribution and particle placement. The propagation of laser
radiation with full ray tracing model includes multiple reflections.

2.2 Implementation

The model is implemented in a high-performance code FaSTLaB for General Purpose Graph-
ical Processing Units (GPGPUs). We have developed a novel data structure for storage of the

3

306



Dmitry S. Nakapkin et. al.

data and a streaming algorithm that provide highly coalesced memory transactions for the ma-
jority of streaming operations. A memory manager has been introduced to store only the fluid
data in the device memory. This allows efficient storage of sparse fluid domain on GPU. The
’computational window’ approach is developed so that the simulation domain tracks the melt
pool region. Outside the computational window the computationally cheap procedure of heat
transfer takes place. The resulting program performance rate on a typical run is about 108 lattice
cell updates per second on a single GPU GTX1080.

3 PROBLEM STATEMENT

3.1 LPBF parameters

3.1.1 Material

The powder that was used for the numerical simulation consists of spherical particles with the
properties of the stainless steel 17-4PH (17-4PH SS). The size distribution covers the sizes from
20 to 100 µm. 10th, 50th and 90th percentiles of the equivalent diameters are D10 = 30.5µm,
D50 = 40.3µm, and D90 = 64.1µm correspondingly. The substrate material is the same.

The material properties are summarized in Tab. 1

Table 1: Substrate material properties

Viscosity 7.3 ·10−7 m2/s
Surface tension coefficient 1.642 N/m
Eötvös coefficient −2 ·10−4N/(m ·K)

Volume heat capacity of the solid metal 5.27 ·106 J/(m3 ·K)

Volume heat capacity of the liquid metal 5.27 ·106 J/(m3 ·K)
Solidus temperature Ts 1673 K
Liquidus temperature Tl 1713 K
Temperature-dependent thermal diffusivity α(T ) = αs +αT (T −Ts),
αs is thermal diffusivity at Ts 7.9 ·10−6 m2/s
Linear coefficient of the temperature-dependent thermal diffusivity αT 3 ·10−9 m2/(s ·K)
Wetting angle 10 degrees
Absorption coefficient for the solid metal 0.3
Absorption coefficient for the liquid metal 0.3
Recoil pressure p(T ) = 10(A−B/T ) (A,B) =
given by Nesmeyanov model [12] (9.6811,20733)
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Figure 1: The track width (left) and depth (right) is shown depending on the scanning speed with fixed power
P = 200W and powder layer thickness of 50µm

3.1.2 Simulation scan parameters

The laser beam power has been varied in the 25÷ 1000 W range. The scanning speed has
been varied in the 60÷20000 mm/s range.

3.2 Validation

For the model validation the results from the experiments [5] were reproduced in the simu-
lation. The material parameters were chosen based on the survey of the published data (Tab. 1).
The laser power in the numerical experiment is 200 W, powder layer thickness is 50 µm. The
results comparison is shown in Fig. 1. A good agreement has been observed. Simulations with
several other input parameters have also shown good agreement.

3.3 Classification of the melting regimes

There are known quality criteria [13], which may be obtained from a single track:

• The scan track must be continuous.

• The scan track must lightly penetrate the previous layer, to accomplish a good connection
of the layers.

• The scan track must be sufficiently high to build up the part.

The loss of continuity of the track is mainly described by the the balling effect. For some
conditions, the melt pool gets sufficiently long that it breaks apart into several liquid regions,
which gather into drops due to the surface tension. The drops solidify, and thus the track shape
is highly irregular.

The proper remelting of the track can be prevented due to the keyholing or lack of fusion ef-
fects. If the laser power is too high and the speed is too slow, the keyhole formation is observed.
In this regime, the laser intensively melts the material, and the material reaches the temperature
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Figure 2: The visualization of the track formation during the simulation. The solid material is shown in blue,
where the lighter shade shows higher temperature. The region that has been melted and solidified is shown in
green. The shades of red, yellow and white show the temperature of the liquid region (melt pool)

Figure 3: The track height, depth and width as extracted from the computation results.

range of rapid evaporation. The recoil pressure forms the depression in the melt pool, leading
to multiple reflections of the laser beam and gives rise to a strong instability. This leads to the
rapid increase in the melting depth, and the formation of pores is possible.

At some scanning parameters the spattering may be observed. The spatter ejection may lead
to the loss of material, resulting in relatively low track height, compared with the one expected
from the original powder volume, and the building of the part becomes difficult.

The simulation results include the visualization of the melt pool dynamics in 3D and in
several transverse and longitudinal 2D slices (Fig. 2). After post-processing of the simulation
results, we can discern such quantifiable characteristics as the height of the track H, its width
W at the substrate level, and depth D (Fig. 3) at different positions of the track.

We propose to use the track parameters from the simulation to express the criteria of a good
track quantitatively, as well as the criteria for balling, keyholing, spattering and lack of fusion.

First of all, for every measured track parameter X , we calculate the mean X̄ and the deviation
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σX as

X̄ =

N
∑

i=1
Xi

N
, σX =

√√√√√
N
∑

i=1
(Xi − X̄)

N −1
.

The balling or scan track discontinuity is manifested in the track height H variability along
the scanning direction. Numerically it can be formulated by the following expression

σH

H̄ + D̄
> EB, (2)

where H̄ + D̄ is the average total vertical size of the track, and EB is the parameter of allowed
irregularity.

The keyholing is detected if the melt is excessively deep. We propose the condition:

D̄
T · f f

> EK, (3)

where T is the powder layer thickness, f f is the powder filling factor (powder tap density) and
T · f f is the estimated molten layer thickness that is closely related to the build platform step.
EK is the parameter of allowed melting.

The spattering is characterized by a decreased height of the track with respect to the layer
thickness. We suggest to use the measure

H̄
T · f f

< εS, (4)

where εS is the parameter of minimum track growth ratio.
Lack of fusion indicator uses the same ratio as (3), but is formulated in terms of the minimum

track depth required for proper fusion and fully dense part.

D̄
T · f f

< εL. (5)

The parameters EB, EK, εS, εL were chosen manually from an initial set of the numeri-
cal data. Then, using these values and expressions (2)–(5), we calculate a complete process
map that shows how the track quality depends on a range of values of the laser power and the
scanning speed.

4 SIMULATION RESULTS

4.1 Process map generation

To generate the process map, simulations with the same powder and material properties
were performed on a set of experimental parameters covering wide range of laser powers and
velocities. The following numerical parameters were used in all simulations: time step 12ns,
mesh cell size 2µm. The average track length was ∼ 4mm. The simulation region is a moving
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Figure 4: The process map for the 17-4 PH SS material obtained in the computer simulation. The powder layer
thickness is 50µm. The shapes of obtained tracks are shown in the inserts, the longitudinal cross-sections were used
in the track height and the related balling analysis. The color map show how the considered effects are captured
by the numerical criteria (2)–(5) developed in section 3.3

window along the track, so that it covers only the region of currently liquid metal. The total
number of cells in the simulation region is greater than 15 million.

We have conducted more than 100 numerical experiments (Fig. 4). One NVidia Tesla K80
GPU was used per simulation. A typical run takes about 1 day. The computations for different
parameters were run in parallel on many nodes of the supercomputer at the federal collective
usage center Complex for Simulation and Data Processing for Mega-science Facilities at NRC
Kurchatov Institute.

The results are divided into series with a constant power to speed ratio P/V . The resulting
tracks are classified according to the parameters in section 3.3. We can see that the simulation
correctly predicts the optimal parameter range, and, moreover, reproduces the regimes that lead
to the defect formation. Another series of calculations was carried out for the powder layer
thickness of 100µm. Comparison of the optimal parameter ranges for the two series (Fig. 5)
shows that the process parameters can be selected for the thicker powder layer such that the track
quality remains high. This is consistent with the previously reported increase in the productivity
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Figure 5: Optimal parameter ranges for good melting regime for two values of the powder layer thickness: 50µm
(blue) and 100µm (red)

for thicker layers.

4.2 Analysis of the productivity limit

As can be seen from the simulation results, the proportional increase in P and V leads to
the transition to the spatter ejection regime. Thus, we may conclude that this transition limits
the productivity, which makes study of the physical effects that lead to this transition highly
relevant.

In the spattering process, the laser melts the material, which, in turn, reaches the temperatures
of rapid evaporation and causes the flux of vapor near the surface. When the liquid metal
elongates, it thins out and breaks up into small droplets due to surface tension. The pressure of
the vapor leads to ejection of these liquid metal droplets [10].

To find the causes of the spatter ejection, the simulation model was modified to investigate
the contribution of different phenomena.

For this purpose, we have chosen the calculation with P = 750 W, V = 6000 mm/s (Tab. 2).
For the same parameters, we have conducted the computation after switching off the surface
tension in the model, and one more simulation with the recoil pressure switched off. The anal-
ysis of the results of these numerical experiments allows pinpointing the phenomena with the
strongest influence on the transition to the spattering regime. For the chosen parameter set,
when the surface tension is turned off, the change in the quality of the track is negligible. When
the recoil pressure is turned off in the same situation, the spattering is not observed. The ob-
tained results demonstrate that the recoil pressure reinforces the outward spread of the melt pool
and spattering of the liquid metal droplets over the sides of the scan track.

A qualitative analysis of the onset of the spattering phenomenon can be made by introducing
the following two time scales [14, 3]. The characteristic time scale of the laser beam contact
with the powder layer is tcontact = D/V . The characteristic time of thermal diffusion, i.e., the
time required for the heat to diffuse by a distance of a single layer d = T · f f in a material
with heat conductivity k, may be estimated as tdi f f = d2/k. As the scan velocity is increased
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Table 2: Calculation with modification of the model. Laser power P = 750W, scan speed V = 6000m/s.

Top view Cross section

Recoil pressure +
Surface tension

No surface tension

No recoil pressure

at a fixed P/V value, tcontact becomes less than tdi f f . In this regime, the heat transfer away
from the laser spot is limited by diffusion. Consequently, the surface overheats and a strong
evaporation takes place, which, as is shown above, is a necessary prerequisite for the spattering
phenomenon.

5 CONCLUSION

In this work, we have used a numerical model to study optimal parameter ranges in the
LPBF process. The model has been implemented in high-performance code for General Pur-
pose Graphical Processing Units (GPGPUs) with special attention to minimize the overhead on
memory transactions. Owing to the high performance of the code, a large number of code runs
is possible to conduct extensive verification tests, study the sensitivity to the model parameters,
and, most importantly, cover the large parameter ranges to predict the track quality dependence
on the input parameters of the LPBF process.

The current study focused on 17-4PH stainless steel powder fusion.
We have validated the model for several sets of parameters, and the calculation results show

adequate correspondence with the experimental results taken from references. A good agree-
ment is demonstrated both for the track parameters (depth and width) and for the transitions
between the track formation regimes.

We have proposed the quantitative criteria, which may be extracted by post-processing of a
large number of results. With the use of these parameters, several track formation regimes have
been classified, such as the optimal regime, keyhole formation, lack of fusion, balling effect,
spattering. Quantitative criteria definition allows for the automatic construction of the process
maps.

The dependency of the maximal productivity on the powder layer thickness have been stud-
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ied. The obtained results suggest that a thicker powder layer can be used to increase the pro-
ductivity, which agrees with the published research.

The mechanism of the regime transition from optimal range to the spatter ejection, which
occurs with a proportional increase in laser power and the scanning speed, has been studied.
The sensitivity study leads to a conclusion that the transition is observed due to the overheating
of the melt pool surface and the development of the surface instability. The dominance of the
recoil pressure effect over the surface tension causes this instability.

The study, described in this paper, proves the advantages of the developed simulation code
for the advancement of the AM technology. The model describes the process at the mesoscopic
level and captures many relevant physical phenomena. At the same time, it has been imple-
mented for GPU with special considerations for memory and performance efficiency. Thus,
multiple simulation runs are possible both on the personal workstation and on many-node su-
percomputers. In the latter case, the exhaustive parameter study is possible in a reasonable time
frame. The details of the equations and implementation methods in the FaSTLaB code will be
reported elsewhere.
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Abstract. Selective laser melting (SLM), with the advantages in producing complex geometry, 
is becoming one of the most promising additive manufacturing (AM) technologies [1]. In order 
to understand the multiple physical phenomena which is crucial for successful manufacturing 
during SLM process, different computational models that are less expensive but challenging 
compared with experiments and real-time monitor technologies have been developed in the 
past years. In order to investigate particle scale thermal-physical phenomena in SLM process,
a three-dimensional model considering Fresnel reflection is developed to and the volume of 
fluid approach is used to track melting and solidification phenomena. Numerical results show 
that the melt track is broken into several regions to minimize surface energy because of surface 
tension. The molten liquid tends to flow outwards from the laser spot caused by Marangoni 
effects. The solidified surface of multiple particle diameter powders is much rougher compared 
with powder bed with layer thickness of one particle diameter. The developed model provides 
a comprehensive understanding about physical phenomena during SLM process.

1 INTRODUCTION
As an advanced additive manufacturing (AM) technology, selective laser melting (SLM) is 

becoming more and more attractive in recent years. During SLM processing, a laser beam 
energy is absorbed at the surface of powders which is deposited as one layer before laser 
scanning and deep penetration occurs due to multiple reflections. The adsorbed energy is 
further distributed into the powder bed because of thermal conduction. After melting and 
consideration of the material, the temperature decreases and material solidifies. Once the laser 
scanning is completed, a new powder layer is applied and the process restarts until acquiring 
desired components [1]. SLM can manufacture complex geometry and reduce production 
process time and costs, which has been adopted in various industries such as aerospace, 
biomedical and automotive [2-4]. However, SLM technology is faced with complex process 
which involves numerous input parameters, such as powder bed layer thickness, particles 
distribution, laser power, scanning method and so on, and quality issues including defects, such 
as porosity, low surface finish quality and high residual stresses [5-7]. Experiments and 
numerical simulations on SLM process have been carried by many researchers to improve
manufacturing quality. Conducting experiments to investigate input parameters on SLM 
process can be time-consuming and expensive, and it is difficult to get real-time information,
such as porosity generation, melting process and melt poor flow behaviour. Therefore, 
computational models have been developed in the past years. Tan et al. [8] studied effects of 
laser power and scanning speed on melt pool characteristics and found that laser power has a 
dominant influence on melt pool size. Saad A. et al. [9] established a powder-scale model and 
studied the porosity generation mechanism. They explained how three kinds of pore defects 
were generated and discussed how to avoid defects. However, energy reflection effect on the 
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keyhole surface during SLM process is rarely mentioned, which will result in an increase of 
laser beam energy absorption portion and a deeper penetration in powder bed [10]. It works 
like that laser beam energy coming from the gas to the solid will be reflected back to the gas 
and transmitted on to the solid when the keyhole surface is generated, and the adsorbed energy 
portion of laser beam will increase dramatically due to multiple reflections.

In this paper, a three-dimensional model is developed to investigate particle scale heat 
transfer and melt pool dynamics during SLM process. The volume of fluid approach is used to 
track melting and solidification phenomena when laser interacts with powders. The Fresnel
reflection and transmission model are implemented to trace the laser ray. Powder bed with 
thickness of one and multiple particle diameter are simulated. This current study provides a
comprehensive understanding about thermal-physical phenomena during SLM process.

2 MODELLING METHOD
In order to simulate multiphase thermal flow during SLM process, the volume of fluid 

(VOF) approach is employed in this paper, which is based on an open source code 
OpenFOAM®. In the simulation, physical properties of stainless steels type 316L, such as 
density, specific heat capacity, dynamic viscosity and thermal conductivity, are weighted by 
volume friction of different phases.

For powder bed with thickness of one particle diameter, the 3D computation domain is
300×140 ×150 µm3, which consists of a 70-µm tall substrate, a 20-µm tall powder bed, a 60-
µm tall gas region. For powder bed with thickness of multiple particle diameter, the analytical
computation domain is 300×140 ×320 µm3, which consists of a 70-µm tall substrate, a 60-µm 
tall powder bed, a 190-µm tall gas region, as shown in Figure 1. The simulation domain meshed 
with a size of 2 × 2 × 2 µm3 and the grid size is 2 × 2 × 1 µm3 for powder bed region which 
provide convergent computational results. The time step is 10-8 s to satisfy the CFL condition.
Thermophysical properties of material 316L [11] and laser beam parameters in simulation are 
listed in Table 1.

(a) (b)

Figure 1: Computational domain: (a) powder bed with layer thickness of one particle diameter, and (b) powder 
bed with layer thickness of multiple particle diameter 

2.1 Volume of fluid equation
The VOF equation is written as 

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 + 𝛻𝛻𝛻𝛻 ∙ (𝜕𝜕𝜕𝜕𝐔𝐔𝐔𝐔) = 0 (1)

where α (0≤α≤1) represents volume friction, t is time, U is the velocity.
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2.2 Continuity equation
The fluid flow in the simulation is assumed to be incompressible and therefore the continuity 

equation is expressed as

𝛻𝛻𝛻𝛻 ∙ 𝐔𝐔𝐔𝐔 = 0 (2)

Table 1: Parameters used in simulation

Parameters Values
Density of solid 8084 kg m-3

Density of solid 7433 kg m-3

Specific heat capacity of solid 462 J kg-1 K-1

Specific heat capacity of liquid 775 J kg-1 K-1

Thermal conductivity of solid 9.25 W m-1 K-1

Thermal conductivity of liquid 12.41 W m-1 K-1

Dynamic viscosity 0.0015 kg m-1 s-1

Latent heat 2.7×106 J kg-1

Liquidus temperature 1658 K
Solidus temperature 1723 K

Surface tension coefficient 1.6 kg s-2

Temperature coefficient of surface tension 8×10-4 kg s-2 K-1

Convective heat transfer coefficient 80 W m-2 K-1

Laser radius 1×10-5 m
Laser power 100 W

Laser scanning velocity 1.0 m s-1

Laser absorptivity 0.3

2.3 Momentum equation
Source term associated with liquid friction for meshy zone, surface tension and Marangoni 

force are considered in the following momentum conservation

𝜕𝜕𝜕𝜕(𝜌𝜌𝜌𝜌𝐔𝐔𝐔𝐔)
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 + 𝛻𝛻𝛻𝛻 ∙ (𝜌𝜌𝜌𝜌𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔) = −𝛻𝛻𝛻𝛻𝛻𝛻𝛻𝛻 + 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + 𝛻𝛻𝛻𝛻 ∙ �𝜇𝜇𝜇𝜇(∇𝐔𝐔𝐔𝐔 + ∇𝐔𝐔𝐔𝐔𝑇𝑇𝑇𝑇)� (3)

+𝐶𝐶𝐶𝐶
(1− 𝜆𝜆𝜆𝜆)2

𝜆𝜆𝜆𝜆3 + 𝑎𝑎𝑎𝑎 𝐔𝐔𝐔𝐔 + 𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎∇𝜕𝜕𝜕𝜕 +
𝑑𝑑𝑑𝑑𝜎𝜎𝜎𝜎
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

�∇𝑑𝑑𝑑𝑑 − 𝒏𝒏𝒏𝒏(𝒏𝒏𝒏𝒏 ∙ ∇𝑑𝑑𝑑𝑑)�∇𝜕𝜕𝜕𝜕

where ρ is density, p is pressure, g is the gravity acceleration, μ is dynamic viscosity, C is a 
constant permeability coefficient, λ is liquid friction, a is a small value to avoid division by 
zero, σ is the surface tension coefficient, 𝜎𝜎𝜎𝜎 = −𝛻𝛻𝛻𝛻 ∙ 𝒏𝒏𝒏𝒏 is curvature at the metal and gas interface,
𝒏𝒏𝒏𝒏 = 𝛻𝛻𝛻𝛻𝜕𝜕𝜕𝜕/|𝛻𝛻𝛻𝛻𝜕𝜕𝜕𝜕| is the interface unit normal vector. The last source term in Eq. (3) is Marangoni 
convection, where 𝑑𝑑𝑑𝑑𝜎𝜎𝜎𝜎/𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 , T and ∇𝑑𝑑𝑑𝑑 represent temperature coefficient of surface tension,
temperature and temperature gradient respectively.

2.4 Energy equation
For the conservation of energy, the following equation in which latent heat of fusion, input 

energy from laser, convective heat transfer and radiative heat transfer are taken into 
consideration is given by
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𝜕𝜕𝜕𝜕�𝜌𝜌𝜌𝜌𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑�
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 + 𝛻𝛻𝛻𝛻 ∙ �𝜌𝜌𝜌𝜌𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑𝐔𝐔𝐔𝐔� = 𝛻𝛻𝛻𝛻 ∙ (𝑘𝑘𝑘𝑘𝛻𝛻𝛻𝛻𝑑𝑑𝑑𝑑)− 𝐿𝐿𝐿𝐿 �

𝜕𝜕𝜕𝜕(𝜌𝜌𝜌𝜌𝜆𝜆𝜆𝜆)
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 + 𝛻𝛻𝛻𝛻 ∙ (𝜌𝜌𝜌𝜌𝜆𝜆𝜆𝜆𝐔𝐔𝐔𝐔)� (4)

+|∇𝜕𝜕𝜕𝜕| �𝐹𝐹𝐹𝐹𝑞𝑞𝑞𝑞 − ℎ𝑐𝑐𝑐𝑐�𝑑𝑑𝑑𝑑 − 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟� − 𝜎𝜎𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝜀𝜀𝜀𝜀�𝑑𝑑𝑑𝑑4 − 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟4 ��

Where 𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 represents specific heat capacity, 𝑘𝑘𝑘𝑘 denotes thermal conductivity, 𝐿𝐿𝐿𝐿 is the latent 
heat of fusion, 𝐹𝐹𝐹𝐹𝑞𝑞𝑞𝑞 is laser beam energy considering the Fresnel reflection, ℎ𝑐𝑐𝑐𝑐 is the convective
heat transfer coefficient, 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the reference temperature, 𝜎𝜎𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the Stefan-Boltzmann 
constant, 𝜀𝜀𝜀𝜀 is emissivity.

A Gaussian distribution laser energy is employed

𝑞𝑞𝑞𝑞 =
2𝜂𝜂𝜂𝜂𝜂𝜂𝜂𝜂
𝜋𝜋𝜋𝜋𝑟𝑟𝑟𝑟2 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝛻𝛻𝛻𝛻 �

−2(𝑒𝑒𝑒𝑒 − 𝑣𝑣𝑣𝑣𝜕𝜕𝜕𝜕 − 𝑒𝑒𝑒𝑒0)2 + (𝑦𝑦𝑦𝑦 − 𝑦𝑦𝑦𝑦0)2

𝑟𝑟𝑟𝑟2 � (5)

where 𝜂𝜂𝜂𝜂 is adsorption coefficient, 𝜂𝜂𝜂𝜂 is the laser power, 𝑟𝑟𝑟𝑟 is laser beam radius, x and y are 
coordinates of laser beam centre, 𝑣𝑣𝑣𝑣 is laser beam scanning velocity, (𝑒𝑒𝑒𝑒0,𝑦𝑦𝑦𝑦0) is the beginning 
coordinate of the laser.

For the Fresnel reflection and transmission, the reflectance R [10] at the molten material 
surface is given as follows

𝑅𝑅𝑅𝑅 =
1
2�

1 + (1 − 𝜀𝜀𝜀𝜀 cos 𝜃𝜃𝜃𝜃)2

1 + (1 + 𝜀𝜀𝜀𝜀 cos 𝜃𝜃𝜃𝜃)2 +
𝜀𝜀𝜀𝜀2 − 2𝜀𝜀𝜀𝜀 cos𝜃𝜃𝜃𝜃 + 2 cos2 𝜃𝜃𝜃𝜃
𝜀𝜀𝜀𝜀2 + 2𝜀𝜀𝜀𝜀 cos𝜃𝜃𝜃𝜃 + 2 cos2 𝜃𝜃𝜃𝜃�

(6)

and the transmittance T will be 1-R, where 𝜀𝜀𝜀𝜀 is related to the electrical conductance per unit 
depth of metal and its value is 0.25 in this paper, 𝜃𝜃𝜃𝜃 is the angle that the incident rays makes to 
the normal of the interface.

3 RESULTS AND DISCUSSION

3.1 Powders modelling with layer thickness of one particle diameter 
To understand particle scale interaction between laser and powders, melt pool dynamics and 

melting and consideration phenomena during SLM process, single-track on layer thickness of 
one particle diameter simulation has been carried out.

As shown in Fig. 2, the laser scanning direction is along negative x axis and a continues 
track is generated. Fig. 2(a) displays the melt pool region where powders are melted due to heat 
energy from laser beam. Once laser beam moves forwards, temperature shown in Fig. 2(b) 
decreases and the rear melted liquid solidifies with a volume shrinkage. It can be seen from 
Fig. 2(a) and Fig. 2(b) that the melt track is broken into different regions to minimize surface 
energy because of surface tension, which is reminiscent of the Plateau-Rayleigh instability that 
explains why and how fluid breaks up into smaller packets. Similar results were observed in 
SLM experiments [12]. It can be noticed that the keyhole is created where Fresnel reflection 
and transmission occurs and a depression zone is shown in Fig. 2(c) and Fig. 2(d).
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(a) (b)

(c) (d)
Figure 2: Simulation of single-track at 120 μs: (a) melt pool region, (b) temperature distribution, (c) 2D slice 

along the YZ plane (x=0 μm) and (d) 2D slice along the XZ plane (y=0 μm)

(a) (b)
Figure 3: Melt pool dynamics at 120 μs: (a) partial 2D slice along the XZ plane (y=0 μm), (b) top view of

partial melt pool

Fig. 3 shows the melt poor dynamics, and it can be seen that molten track tends to flow 
outwards from the laser spot, which is because larger temperature gradient is formed around 
the laser centre, thus Marangoni force drives the molten material to flow away from the laser 
spot. As laser beam moves forwards, the velocity vector of molten metal near the laser spot is 
downward along the interface between gas and metal and molten metal liquid flows to the 
depression region. Such simulation results correspond well with Wu et al.’s work [13].

3.2 Powders modelling with layer thickness of multiple particle diameter 
Single-track on layer thickness of multiple particle diameter is simulated to understand 

physical phenomena in SLM process so as to be more practical.
Similar to one particle diameter simulation results, as shown in Fig. 4, melting occurs when 

heat energy is added to the system, and molten material solidifies once laser beam spot moves 
forwards to another position. Also, different regions of melt pool are generated due to surface 
tension. While the solidified track surface is rougher compared with small thickness seen from 
Fig. 4(a), which is due to limited laser power and some powders are not fully molten. Similar 
conclusions can be drawn from Qiu et al.’s experiments [14]. It can be seen from Fig. 4(b) that 
molten material located in the front of molten pool region has a down velocity and it flows to 
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collapsed zone, which raises heat and mass transport. Deep penetration occurs due to multiple 
reflections and thermal conduction; thus, a deeper keyhole is formed shown in Fig. 4(c) and
Fig. 4(d). In order to provide the high surface quality for next packing process, effect of laser 
power, laser scanning speed and laser radius on one-layer and multi-layers powders should to 
be investigated in the future.

(a)

(b)

(c) (d)

Figure 4: Simulation of single-track at 120 μs: (a) top view with melt region, (b) melt pool region with velocity 
distribution (c) 2D slice along the XZ plane (y=0 μm) with velocity vectors and (d) 2D slice along the YZ plane 

(x=0 μm)

4 CONCLUSIONS
In this paper, a computational model is developed using OpenFOAM open source codes to 

investigate multiphase thermal flow in the SLM process. Powder bed with thickness of one and 
multiple particle diameter simulations have been undertaken. During SLM process, the material 
melts and forms a melt pool. Once laser beam moves forwards, the temperature decreases and 
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rear melted material solidifies. It can be concluded that different regions of melt pool are
generated due to surface tension. Marangoni force caused by larger temperature gradient drives 
the molten liquid to flow away from the laser spot. For the lager thickness of multiple particle 
diameter powders bed, the rougher solidified surface is formed due to limited laser energy and 
partly melted metal.
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Abstract. A numerical model based on the Smoothed Particle Hydrodynamics (SPH) method 
is developed for 2D and 3D simulations of the laser sintering process of polyamide 12 (PA12) 
powder on the grain scale. Melt track simulations yield detailed insights in the visco-thermal 
dynamics of the process including the porosity evolution. The simulations are validated by 
measurements of the transient surface temperature. A dimensional analysis of the process 
allows for quantification of the importance of all involved physical mechanisms and predicts 
the magnitudes of the observable physical quantities with good accuracy. 

 
 
1 INTRODUCTION 

Early sintering models are provided by Frenkel [1] and Mackenzie & Shuttleworth [2] 
describing the behavior of metal particles. In both models the material properties particle 
diameter, viscosity and surface tension are used to quantify differences in the sintering 
behavior. The model of Frenkel is later used for the rotation sintering process and modified 
for the inclusion of viscoelastic effects [3]. The early models are modified and used by 
Schultz to describe the laser sintering (LS) process of polycarbonate and polyethylene-oxide 
[4]. Schultz validates his models with a self-built LS machine and found a basic agreement 
between calculated and measured part densities. Riedlbauer et al. model the heat transfer in 
laser sintering of PA12 using a homogenized finite element analysis [5]. They predict the 
width and depth of a melt track and find good agreement with experimental measurements. 
Wohlgemuth & Alig study the physical modelling of the additive sintering processes for 
polymer materials including viscoelasticity [6]. All models taking viscoelastic effects into 
account incorporate a relaxation time which can be measured in a rheometer. Osmanlic et al. 
develop a ray tracing model for the laser beam absorption in the powder bed [7]. They find 
that the effective laser penetration depth in the powder can be lower than in bulk material. 
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Mokrane et al. provide homogenized simulations of the temperature field of a series of melt 
tracks [8]. They also predict spatial distributions of the porosity and of the degree of 
crystallization, however, without experimental validation.  Balemans et al. model the laser 
sintering of two particles with high spatial resolution in 2D [9]. They also carry out a 
dimensional analysis of the system and vary several process parameters such as, e.g., laser 
power or ambient temperature to study the influence on the sintering behavior.  

In summary within our brief survey, several works [3], [4], [6] show that the models by 
Frenkel or Mackenzie & Shuttleworth can be used to describe the influence of some relevant 
material parameters on the sintering process. But to use the models for accelerated material 
development, further work including more sophisticated material models is necessary. 
Especially, including process parameters [5], [9], considering the granular nature of the 
powder bed [7] and linking the model predictions to part quality [8] is required. 

The present work introduces a mess-free simulation method to model the laser sintering 
process of PA12 on the length scale of the melt track while representing each powder particle 
individually. The simulations are validated by measurements of the surface temperature. A 
dimensional analysis sheds light on the fundamental hierarchy of time scales inherent to the 
laser sintering process of polymers. 

 

2 NUMERICAL METHODS 
A cornerstone for the numerical simulations within this study is laid by implementing an 

implicit solver for the time integration of the highly viscous liquid polymers. The solver is 
based on the scheme presented in [10] and is now fully integrated in our simulation code. This 
enables transient simulations of several seconds real time flow of polymers with a viscosity in 
the order of several kPa s. The required computational time is of the order of hours to days. 
However, without the new solver technique the computational time would have been of the 
order of months to years. 

The present work focuses on the coupled visco-thermal melt pool dynamics which is 
simulated using the SPH method [11]. To do so, the continuity equation, 

𝐷𝐷𝐷𝐷
𝐷𝐷𝐷𝐷 = −𝐷𝐷 𝛁𝛁 ⋅ 𝒖𝒖 , (1) 

as well as the Navier-Stokes momentum equation, 

𝐷𝐷 𝐷𝐷𝒖𝒖
𝐷𝐷𝐷𝐷 = −𝛁𝛁𝑝𝑝 + 𝜇𝜇 𝛁𝛁2𝒖𝒖 + 𝒇𝒇Σ + 𝐷𝐷 𝒈𝒈 , (2) 

are solved. Here, 𝒖𝒖 is the velocity, 𝐷𝐷 is the mass density, 𝑝𝑝 is the hydrostatic pressure, 𝜇𝜇 is the 
dynamic viscosity, 𝒇𝒇Σ is the volumetric surface tension force and 𝒈𝒈 = −𝑔𝑔�̂�𝒛 is the acceleration 
due to gravity. Bold face symbols denote vector quantities. 

The hydrostatic pressure is given by an equation of state, 

𝑝𝑝 = 𝐷𝐷0 𝑠𝑠2 [1
𝛾𝛾 [( 𝐷𝐷

𝐷𝐷0
)

𝛾𝛾
− 1] + 𝑑𝑑 𝛽𝛽 (𝑇𝑇 − 𝑇𝑇0)] , (3) 

where 𝐷𝐷0 is the equilibrium bulk density, 𝑠𝑠 is the speed of sound, 𝛾𝛾 is the isentropic exponent, 
𝑑𝑑 is the number of spatial dimensions, and 𝛽𝛽 is the linear thermal expansion coefficient, 𝑇𝑇 is 
the temperature and 𝑇𝑇0 is the ambient temperature. 
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The melt rheology is modeled by means of a temperature-dependent viscosity. The 
viscosity changes depending on the state of matter of the material. Here, we differentiate three 
states: fully solid (𝑆𝑆) below the solidus temperature 𝑇𝑇𝑆𝑆, fully liquid (𝐿𝐿) above the liquidus 
temperature 𝑇𝑇𝐿𝐿 and an intermediate state in between, 

𝜇𝜇(𝑇𝑇) =

{
 
 
 
 𝜇𝜇𝐿𝐿  exp [

𝐸𝐸𝑎𝑎
𝑅𝑅 (

1
 𝑇𝑇 −

1
𝑇𝑇𝐿𝐿
)] ,  𝑇𝑇 ≥ 𝑇𝑇𝐿𝐿 ,

𝜇𝜇𝑆𝑆 + (𝜇𝜇𝐿𝐿 − 𝜇𝜇𝑆𝑆)
𝑇𝑇 − 𝑇𝑇𝑆𝑆
𝑇𝑇𝐿𝐿 − 𝑇𝑇𝑆𝑆

 , 𝑇𝑇𝑆𝑆 < 𝑇𝑇 < 𝑇𝑇𝐿𝐿 ,
∞ , 𝑇𝑇 ≤ 𝑇𝑇𝑆𝑆 .

 

 

(4) 

Above the liquidus temperature the viscosity is modeled by an Arrhenius law using the 
activation energy 𝐸𝐸𝑎𝑎 and the universal gas constant 𝑅𝑅. Below the solidus temperature the 
material is spatially fixed. The asymmetry between heating and cooling of PA12 is considered 
by applying an offset temperature 𝜃𝜃 to 𝑇𝑇𝑆𝑆 and 𝑇𝑇𝐿𝐿 if the material is cooling down, 

𝑇𝑇𝑆𝑆cool = 𝑇𝑇𝑆𝑆 − 𝜃𝜃, 𝑇𝑇𝐿𝐿cool = 𝑇𝑇𝐿𝐿 − 𝜃𝜃  . (5) 

The surface tension force, 
𝒇𝒇Σ = (−𝜎𝜎𝑁𝑁  𝜅𝜅 𝒏𝒏 + 𝜎𝜎𝑇𝑇 𝛁𝛁Σ𝑇𝑇) 𝛿𝛿Σ , (6) 

is composed of a contribution normal to and a contribution tangential to the local surface. 
Here, 𝜎𝜎𝑁𝑁 is the surface tension, 𝜅𝜅 the surface curvature and 𝒏𝒏 the surface unit normal vector. 
𝜎𝜎𝑇𝑇  is the Marangoni coefficient describing the variation of surface tension with temperature 
and 𝛁𝛁Σ𝑇𝑇 is the gradient of the surface temperature field. 𝛿𝛿Σ is a delta function marking the 
location of the surface in space. Details of the SPH surface tension model are given in [12]. 

The balance equation for the thermal energy per unit mass 𝑒𝑒, 

𝜌𝜌𝐷𝐷𝑒𝑒𝐷𝐷𝐷𝐷 = 𝑘𝑘 𝛁𝛁
2𝑇𝑇 + 2 𝜇𝜇 𝐸𝐸 ∶ 𝐸𝐸 − 𝜀𝜀 𝜎𝜎𝐵𝐵(𝑇𝑇4 − 𝑇𝑇04) 𝛿𝛿Σ +

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 (7) 

is composed of contributions from heat conduction, viscous heating, Stefan-Boltzmann 
radiation and absorbed laser radiation. Here, 𝑘𝑘 is the thermal conductivity, 𝐸𝐸 is the strain rate 
tensor, 𝜀𝜀 is the emissivity, 𝜎𝜎𝐵𝐵 is the Stefan-Boltzmann constant and 𝑑𝑑 is the local intensity of 
the laser radiation. 

The strain rate tensor is defined as 

𝐸𝐸 = 1
2 [𝛁𝛁𝒖𝒖 + (𝛁𝛁𝒖𝒖)

𝑻𝑻] (8) 

where the superscript ( )𝑇𝑇 denotes the transposed tensor. 
The absorption of the laser radiation along the vertical coordinate 𝑑𝑑 is described by the 

Lambert-Beer law with an attenuation coefficient 𝑎𝑎, 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑎𝑎 𝑑𝑑 . (9) 

 
The relation between temperature 𝑇𝑇 and thermal energy per unit mass 𝑒𝑒 is given by the 

following expression which takes into account the specific heat capacity 𝑐𝑐 and the latent heat 
of melting 𝐻𝐻, 
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𝑇𝑇(𝑒𝑒) =

{
  
 

  
 𝑇𝑇𝐿𝐿 +

𝑒𝑒 − 𝑒𝑒𝐿𝐿
𝑐𝑐  ,  𝑒𝑒 ≥ 𝑒𝑒𝐿𝐿 ,

𝑇𝑇𝑆𝑆 +
𝑒𝑒 − 𝑒𝑒𝑆𝑆

𝑐𝑐 +  𝐻𝐻
𝑇𝑇𝐿𝐿 − 𝑇𝑇𝑆𝑆

 , 𝑒𝑒𝑆𝑆 < 𝑒𝑒 < 𝑒𝑒𝐿𝐿 ,

𝑒𝑒
𝑐𝑐  , 𝑒𝑒 ≤ 𝑒𝑒𝑆𝑆 .

 

 

 

(10) 

Here, 𝑒𝑒𝑆𝑆 = 𝑐𝑐 𝑇𝑇𝑆𝑆 is the solidus thermal energy per unit mass and 𝑒𝑒𝐿𝐿 = 𝑐𝑐 𝑇𝑇𝐿𝐿 + 𝐻𝐻 is the 
liquidus thermal energy per unit mass. 

The laser radiation is described by a Gaussian intensity profile in 2D, 

𝐼𝐼(𝑥𝑥) = 𝑃𝑃
√2𝜋𝜋 3 𝑤𝑤2 exp [−

(𝑥𝑥 − 𝑥𝑥0)2
2𝑤𝑤2 ] , 

(11) 

or in 3D, 

𝐼𝐼(𝑥𝑥, 𝑦𝑦) = 𝑃𝑃
2𝜋𝜋 𝑤𝑤2 exp [−

(𝑥𝑥 − 𝑥𝑥0)2 + (𝑦𝑦 − 𝑦𝑦0)2
2𝑤𝑤2 ] , 

(12) 

with the power 𝑃𝑃, the characteristic width 𝑤𝑤 and the laser spot center coordinates 𝑥𝑥0 and 𝑦𝑦0. 

3 RESULTS 
First, laser-induced sintering simulations of two spherical particles in 3D are investigated. 

Second, melt track simulations of either a regular or a random particle arrangement in 2D are 
presented. Finally, a dimensional analysis of the process is carried out and its results are 
compared with the data obtained from the numerical simulations. The parameters of the 
simulations are summarized in Table 1. 

3.1 Three-dimensional simulations of two particles 
As an initial case we take a look at the laser sintering behavior of two stacked particles 

with a diameter of 50 µm upon a plane substrate. The simulation volume is periodic in both 
lateral dimensions and, thus, effectively represents two layers of particles placed on a simple 
cubic lattice. The laser irradiates the system from above for the duration of 50 µs and is 
switched off afterwards representing a scan speed in the order of a meter per second. The 
system has an initial temperature equal to the ambient temperature of 169 °C and the lower 
surface of the substrate is kept constantly at this value acting as a heat sink. 

Figure 1 depicts the system at six distinct times which allows for following the course of 
the sintering process. Initially, the upper particle is rather hot with a temperature above 
350 °C while the lower particle is roughly 80 °C cooler. Accordingly, the polymer viscosity 
of the upper particles is lower and its strain rate and velocity are higher compared to the 
particle below. During the first 100 ms the temperature gradient becomes smaller due to 
thermal diffusion while the maximum strain rate drops from about 10/s to 1/s and the 
maximum velocity from about 300 µm/s to 50 µm/s. At the same time the sintering necks 
between the particles grow. After roughly 300 ms the vertical temperature gradient has 
vanished and the viscosity is around 5 kPa s throughout the system. With a strain rate of the 
order of 0.3/s the particles slowly continue to sinter until they form a dense volume after 
about 2 s. 
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 (a) 𝑡𝑡 = 1 ms (b) 𝑡𝑡 = 10 ms 

 

 (c) 𝑡𝑡 = 30 ms (d) 𝑡𝑡 = 100 ms 

 

 (e) 𝑡𝑡 = 300 ms (f) 𝑡𝑡 = 2 s 

Figure 1: 3D simulation of the laser sintering of two PA12 particles on a substrate with periodic boundary 
conditions in both lateral directions. The subfigures (a) to (f) show the system at different times after the initial 

laser irradiation for 50 µs. The columns in each subfigure show color-coded fields of temperature, viscosity, 
strain rate and velocity magnitude (from left to right).  
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Table 1: Simulation parameters. 

Quantity Symbol Value 
Particle radius 𝑟𝑟 25 µm 
Bulk density 𝜌𝜌0 1020 kg/m3 

Speed of sound 𝑠𝑠 1 m/s 
Isentropic exponent 𝛾𝛾 7 

Heat capacity 𝑐𝑐 2.7 kJ/(kg K) 
Thermal conductivity 𝑘𝑘 0.24 W/(m K) 

Thermal expansion 𝛽𝛽 1.71 ⋅ 10-4 / K 
Latent heat 𝐻𝐻 50 kJ/kg 

Attenuation coefficient 𝑎𝑎 1.3 ⋅ 104 / m 
Emissivity 𝜀𝜀 0.5 

Liquidus temperature 𝑇𝑇𝐿𝐿 190 °C 
Solidus temperature 𝑇𝑇𝑆𝑆 170 °C 
Offset temperature 𝜃𝜃 40 °C 
Activation energy 𝐸𝐸𝑎𝑎 50 kJ/mol 
Liquidus viscosity 𝜇𝜇𝐿𝐿  9.1 kPa s 
Solidus viscosity 𝜇𝜇𝑆𝑆  15 kPa s 
Surface tension 𝜎𝜎𝑁𝑁 35 mN/m 

Marangoni coefficient 𝜎𝜎𝑇𝑇 -1.2 ⋅ 10-4 N/(m K) 
Laser power 𝑃𝑃 25 W 

Laser spot diameter 4 𝑤𝑤 240 µm 
Laser scan speed 𝑣𝑣 3 m/s (2D) 

Ambient temperature 𝑇𝑇0 169 °C 
Stefan-Boltzmann constant 𝜎𝜎𝐵𝐵 5.67 ⋅ 10-8 W/(m2 K4) 

Universal gas constant 𝑅𝑅 8.31 J/(mol K) 
Gravitational acceleration 𝑔𝑔 9.81 m/s2 

Number of dimensions 𝑑𝑑 3 (3D); 2 (2D) 
Spatial resolution 𝛥𝛥𝛥𝛥 2.5 µm (3D); 5 µm (2D) 

Temporal resolution 𝛥𝛥𝛥𝛥 0.4 µs (3D); 0.5 µs (2D) 
 

3.2 Two-dimensional simulations of a melt track 
As a compromise between computational effort and a more realistic process scenario, the 

following melt track simulations are carried out using a 2D setup. 
Figure 2 shows snapshots from the simulation using a 25 W laser source moving along a 

regular lattice of eight layers of PA12 particles with scan speed of 3 m/s. The ambient 
temperature is again 169 °C. While the laser traverses the particles only marginal thermal 
diffusion occurs. Then, the temperature field becomes more and more homogeneous in 
combination with cooling from the substrate. On the largest time scale densification due to 
sintering of the particles takes place. Despite omitting the third dimension, all observations 
from the previously discussed 3D simulation still hold qualitatively and are even 
quantitatively rather close. 
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 (a) 𝑡𝑡 = 100 µs (b) 𝑡𝑡 = 333 µs 

 
 (c) 𝑡𝑡 = 10 ms (d) 𝑡𝑡 = 100 ms 

 
 (e) 𝑡𝑡 = 300 ms (f) 𝑡𝑡 = 2 s 

Figure 2: 2D simulations of the laser sintering of PA12 particle layers on a lattice. The subfigures (a) to (f) show 
the system at different times. The laser moves during the initial 333 µs and is then turned off. The rows in each 
subfigure show color-coded fields of temperature, viscosity, strain rate and velocity magnitude (top to bottom). 
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 (a) 𝑡𝑡 = 100 µs (b) 𝑡𝑡 = 333 µs 

 
 (c) 𝑡𝑡 = 10 ms (d) 𝑡𝑡 = 100 ms 

 
 (e) 𝑡𝑡 = 300 ms (f) 𝑡𝑡 = 2 s 

Figure 3: Like Figure 2 but for a random arrangement of PA12 particles. 
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In order to assess the influence of the simplified lattice structure, the 2D simulation is 
repeated using a random particle arrangement. Figure 3 shows the results. All of the analyzed 
quantities take very similar values as a function of both space and time when compared to the 
lattice arrangement. However, the most striking difference is the pronounced surface 
roughness at the final stage which can be related to the initial particle positions. Furthermore, 
initially large pores between the particles do not completely vanish for the random 
arrangement. 

From the simulations it can be deduced that the process includes three time scales. First, a 
laser irradiation time scale of the order of tens of microseconds. Next, a thermal diffusion 
time scale of the order of tens of millisecond. And finally, a viscous flow time scale of the 
order of seconds. 

3.3 Dimensional analysis 
A dimensional analysis based on the material properties and process parameters listed in 

Table 1 is carried out to gain insights into the relative importance of the considered physical 
mechanisms and to obtain typical orders of magnitude of the observable physical quantities. 

As a starting point, the laser absorption depth is calculated as 

𝐷𝐷 = 2
𝑎𝑎 ≈ 150 µm , (13) 

yielding 𝐷𝐷 ≈ 6𝑟𝑟 in our case which is in reasonably good agreement with the depth of 
increased temperature during the initial phase of the simulations. 

Next, the temperature in the melt zone is estimated as 

𝑇𝑇Melt = 𝑇𝑇0 + Δ𝑇𝑇 = 𝑇𝑇0 + 𝑃𝑃
4 𝜌𝜌0 𝑐𝑐 𝑣𝑣 𝑤𝑤 𝐷𝐷 − 𝐻𝐻

𝑐𝑐 ≈ 𝑇𝑇0 + 63 °C ≈ 232 °C  (14) 

inspired by the expression used in [9], however, also including the influence of the attenuation 
coefficient and the latent heat of melting. 

The temperature difference Δ𝑇𝑇 allows for the definition of a typical temperature gradient, 

grad 𝑇𝑇 = Δ𝑇𝑇
𝐷𝐷 ≈ 4 ⋅ 105 K/m . (15) 

It is now possible to identify a series of stress scales representing the different mechanisms 
driving the melt flow in the process. In particular, these are the surface tension stress, 

Σ𝑁𝑁 = 𝜎𝜎𝑁𝑁 𝜅𝜅 = 𝜎𝜎𝑁𝑁 
𝑟𝑟 ≈ 1400 Pa , (16) 

the Marangoni stress, 
Σ𝑇𝑇 = −𝜎𝜎𝑇𝑇 grad 𝑇𝑇 ≈ 50 Pa , (17) 

the thermal expansion stress, 
Σ𝐸𝐸 = 𝜌𝜌0 𝑠𝑠2 𝑑𝑑 𝛽𝛽 Δ𝑇𝑇 ≈ 20 Pa , (18) 

and the gravity stress, 
Σ𝐺𝐺 = 𝜌𝜌0 𝑔𝑔 𝑟𝑟 ≈ 0.3 Pa . (19) 

A comparison of the stress scales indicates that surface tension is the main mechanism 
causing the flow of the molten polymer. 
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Furthermore, a series of time scales are relevant in the process. The laser spot traverses a 
particle at a time scale 

𝑡𝑡Laser = 𝑟𝑟
𝑣𝑣 ≈ 8 µs . (20) 

Heat diffuses through a particle at a time scale 

𝑡𝑡Heat = 𝑟𝑟2 𝜌𝜌0 𝑐𝑐
𝑘𝑘 ≈ 7 ms . 

(21) 

Surface tension driven flow counteracted by viscosity (𝜇𝜇Melt = 𝜇𝜇(𝑇𝑇Melt) ≈ 3 kPa s) would 
occur at a time scale 

𝑡𝑡Frenkel = 𝜇𝜇Melt
𝜎𝜎𝑁𝑁 𝜅𝜅 = 𝜇𝜇Melt 𝑟𝑟

𝜎𝜎𝑁𝑁
≈ 2 s , (22) 

while surface tension driven flow counteracted by inertia would occur at a time scale 

𝑡𝑡Rayleigh = 𝑟𝑟√
𝜌𝜌0

𝜎𝜎𝑁𝑁 𝜅𝜅 = √𝜌𝜌0 𝑟𝑟3

𝜎𝜎𝑁𝑁
≈ 20 µs . 

(23) 

By dividing both surface tension time scales the Ohnesorge number is obtained, 

Oh = 𝑡𝑡Frenkel
𝑡𝑡Rayleigh

= 𝜇𝜇Melt

√𝜌𝜌0 𝜎𝜎𝑁𝑁 𝑟𝑟 
≈ 105 , (24) 

which reveals that the influence of viscosity is by far stronger than the influence of inertia 
and, thus, the melt flow takes place at the Frenkel time scale. It is finally possible to derive a 
series of dimensionless scales for time, temperature, viscosity, strain rate and velocity 
(𝑢𝑢Melt = 𝑟𝑟 𝑡𝑡Frenkel⁄ = 𝜎𝜎𝑁𝑁 𝜇𝜇Melt⁄ ≈ 10 µm/s) for the thermo-viscous melt flow, 

𝑡𝑡∗ = 𝑡𝑡
𝑡𝑡Frenkel 

 , (25) 

𝑇𝑇∗ = 𝑇𝑇 − 𝑇𝑇0
Δ𝑇𝑇  , (26) 

𝜇𝜇∗ = 𝜇𝜇
𝜇𝜇Melt

 , (27) 

𝐸𝐸∗ = 𝐸𝐸 𝑡𝑡Frenkel , (28) 

𝑢𝑢∗ = 𝑢𝑢
𝑢𝑢Melt  . 

(29) 

The data obtained from the 2D melt track simulations is shown in Figure 4 using both SI 
units and the scales derived from the dimensional analysis. It is evident that the derived scales 
give very good estimates for the quantities observed in the simulations. 

A final validation for the accuracy of the simulations is done by comparing the temperature 
evolution with data obtained from an infrared camera. In the experiment a 10 mm x 10 mm 
monolayer is sintered while the measurement spot of the camera has a size of 0.8 mm x 
0.8 mm. Although there are some differences in the curvature of the temperature transients, 
the agreement between simulation and experiment is quantitatively very good. 
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Figure 4: Transient behavior of temperature, viscosity, strain rate and velocity magnitude for the molten 
polymer in the 2D laser sintering simulations with particles positioned either on a lattice or in a random 

arrangement. Displayed for each time are the spatial mean value and one standard deviation as error bar. For the 
temperature transient, experimental data measured by an infrared camera is also shown. 

4 CONCLUSIONS 
- Particle-based 2D melt track simulations are an efficient tool to analyze the spatial 

and temporal evolution of all relevant physical quantities. 
- For analyses of the porosity and the surface roughness it is important to include the 

randomness of particle positions within a powder bed.  
- The laser sintering process can be divided into three temporal regimes: (1) laser 

motion, (2) thermal diffusion and (3) viscous flow driven by surface tension. 
- A dimensional analysis yields the correct magnitudes of all physical quantities. 
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Abstract. The urgency of mathematical model development for wire-based electron-beam 
additive manufacturing process analysis is shown. The procedure of solving heat equation for 
metal in the solid phase and the Navier-Stokes equations in the liquid phase, based on the use 
of the finite-difference method and the predictor-corrector procedure is described. An 
algorithm for numerical approximation of free melt surface motion, using the concept of the 
volume of fluid (VOF), is described as well. A numerical algorithm for surface tension force 
calculating is proposed. The model described above was realized as a program in the 
Microsoft Visual Studio environment. Series of computational experiments were carried out 
to calculate metal flow during deposition with the use of 316L steel wire. The results of 
experiments are compared with experimental data.  
 
1 INTRODUCTION 

Wire-based electron-beam additive manufacturing (also known as electron beam freeform 
fabrication, EBF3 [1]) meets the requirements for structure and quality of formed metal layer, 
since the whole process is realized in vacuum (10–3...10–5 Torr), and size and shape of heat 
source can be varied by the use of magnetic deflection coils. Usually, wire with a diameter of 
0.8 to 2.4 mm is used, and the wire feed rate is 3-5 times higher than the deposition rate. The 
minimum width of deposit layer for this process is 6-8 mm, what determines the spatial 
resolution of this technology. Typical for the technology process performance for large-sized 
products with dimensions of 500 mm and more can vary from 3 to 12 kilograms of metal per 
hour [2]. Today, it is too early to talk about the wide industrial use of the technology. Control 
of metal transfer mode, which is influenced by many factors, remains an unsolved problem, 
and is primarily associated with inconstancy of heat transfer conditions. Experimental 
methods such as high-speed imaging in visible or infrared optical range can be used to control 
the mode of metal flow. These methods provide indirect information, such as temperature 
distribution over the observed surface or bead shape in the deposition process. Moreover, 
these methods require expensive equipment and many series of experiments. Therefore, 
predicting the results of surfacing using experimental studies will be a time-consuming 
process. To obtain information about velocity distribution and pressure, as well as 
temperature distribution over the depth of weld pool, it is necessary to use methods of 
mathematical modelling.  
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2 MODEL DESCRIPTION 
A graphical representation of the model is shown in Fig. 1. Wire is fed with the rate of vwire 

to the area in which electron beam is applied. Metal melts and flows onto the substrate, 
forming a bead. Electron gun moves with wire feeder at a given speed. Heat and mass transfer 
in the system “electron beam –wire – substrate” should be described in a formulation that 
takes into account the flow of metal under the action of pressure field, gravity, and forces due 
to viscosity and surface tension. For this, it is necessary to use the Navier-Stokes equations, 
which describe the flow of a viscous incompressible fluid, and include, firstly, the continuity 
equation  

 
(1) 

where vx, vy and vz are the projections of velocity vector on the x, y and z axes.  

 
Figure 1: Surfacing process presented in accordance with the concept of cubic control volumes 

𝜕𝜕𝑣𝑣𝑥𝑥
𝜕𝜕𝑥𝑥 +

𝜕𝜕𝑣𝑣𝑦𝑦
𝜕𝜕𝑦𝑦 + 𝜕𝜕𝑣𝑣𝑧𝑧

𝜕𝜕𝑧𝑧 = 0, 
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Secondly, the system includes the momentum equation, which written in projection form 

 

 

 

(2) 

where P is pressure, Pa;  is kinematic viscosity, m2/s, t is time, s; g is gravity acceleration, 
m/s2, ρ is density, kg/m3, σ is surface tension coefficient, J/m2,  is curvature index, 1/m, L is 
dimensionless function of filling the control volume with fluid, 0 < L < 1. At L = 1, the 
control volume is filled with fluid, and at L = 0 it is empty. This method is known as the 
Volume of Fluid (VOF) method, and it has proven itself for solving hydrodynamic problems 
[3, 4]. The VOF concept used in the model is illustrated by Figure 2.  

 
Figure 2: VOF concept used in the proposed model: h3 is the volume of full liquid cell (sides of a cubic cell had 

a size h) 

In accordance with this method, the flow of fluid between the control volumes is described by 
means of equation  

 
(3) 

In cells with ∇L0, surface tension forces (see eq. 2) acts to prevent the free surface from 
stretching. These forces depend on temperature and free surface curvature.  

𝜕𝜕𝑣𝑣𝑥𝑥
𝜕𝜕𝑡𝑡 + 𝑣𝑣𝑥𝑥

𝜕𝜕𝑣𝑣𝑥𝑥
𝜕𝜕𝑥𝑥 + 𝑣𝑣𝑦𝑦

𝜕𝜕𝑣𝑣𝑥𝑥
𝜕𝜕𝑦𝑦 + 𝑣𝑣𝑧𝑧

𝜕𝜕𝑣𝑣𝑥𝑥
𝜕𝜕𝑧𝑧 = − 1

𝜌𝜌
𝜕𝜕𝑃𝑃
𝜕𝜕𝑥𝑥 + μ  𝜕𝜕

2𝑣𝑣𝑥𝑥
𝜕𝜕𝑥𝑥 2 + 𝜕𝜕2𝑣𝑣𝑥𝑥

𝜕𝜕𝑦𝑦 2 + 𝜕𝜕2𝑣𝑣𝑥𝑥
𝜕𝜕𝑧𝑧 2  + 1

ρ σκ
𝑑𝑑𝐿𝐿
𝑑𝑑𝑥𝑥 ; 

𝜕𝜕𝑣𝑣у
𝜕𝜕𝑡𝑡 + 𝑣𝑣𝑥𝑥

𝜕𝜕𝑣𝑣𝑦𝑦
𝜕𝜕𝑥𝑥 + 𝑣𝑣𝑦𝑦

𝜕𝜕𝑣𝑣𝑦𝑦
𝜕𝜕𝑦𝑦 + 𝑣𝑣𝑧𝑧
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𝜕𝜕𝑧𝑧 = − 1

ρ
𝜕𝜕𝑃𝑃
𝜕𝜕𝑦𝑦 + μ  𝜕𝜕

2𝑣𝑣𝑦𝑦
𝜕𝜕𝑥𝑥 2 + 𝜕𝜕2𝑣𝑣𝑦𝑦

𝜕𝜕𝑦𝑦 2 + 𝜕𝜕2𝑣𝑣𝑦𝑦
𝜕𝜕𝑧𝑧 2  + 1

ρ σκ
𝑑𝑑𝐿𝐿
𝑑𝑑𝑦𝑦 ; 

𝜕𝜕𝑣𝑣z
𝜕𝜕𝑡𝑡 + 𝑣𝑣x

𝜕𝜕𝑣𝑣z
𝜕𝜕𝑥𝑥 + 𝑣𝑣y

𝜕𝜕𝑣𝑣z
𝜕𝜕𝑦𝑦 + 𝑣𝑣z

𝜕𝜕𝑣𝑣z
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𝜕𝜕𝑃𝑃
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𝜕𝜕𝑥𝑥 2 + 𝜕𝜕2𝑣𝑣z
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ρ 𝜎𝜎𝜅𝜅
𝑑𝑑𝐿𝐿
𝑑𝑑𝑧𝑧 − 𝑔𝑔, 

𝜕𝜕𝐿𝐿
𝜕𝜕𝑡𝑡 + 𝑣𝑣x

𝜕𝜕𝐿𝐿
𝜕𝜕𝑥𝑥 + 𝑣𝑣y

𝜕𝜕𝐿𝐿
𝜕𝜕𝑦𝑦 + 𝑣𝑣z

𝜕𝜕𝐿𝐿
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Heat transfer in a liquid pool is carried out due to convection and heat conduction and it is 
described by the energy equation 

 
(4) 

In the last equation, T is temperature, K, c is specific heat capacity, J/(kg∙K), Qv is volume 
representation of electron beam energy released in the control volume as a heat, W/m3. Heat 
transfer in the solid phase is described by the equation of heat conductivity (the projections of 
heat flux vectors between cubic cells are shown in Fig. 1 as qx, qy and qz) 

 
(5) 

where Hm is latent heat of fusion of metal, J/kg;  m(T) is relative amount of fluid in the 
control volume, calculated with using equation  

 

(6) 

In the equation (6) TS and TL are, respectively, solidus and liquidus temperatures of the 
material being remelted, K.  

Now it is necessary to describe the boundary conditions. Stefan-Boltzmann condition is set 
on surfaces facing vacuum 

 (7) 

where  is the total emissivity for the radiating surface, k = 5.6710–8 W/(m2K4) is the Stefan-
Boltzmann constant, Tsurface is the surface temperature and Tchamber is vacuum chamber 
temperature, which is assumed to be 25°C. A heat transfer condition by heat conduction into 
the fixture was proposed for the substrate bottom surface  

 
(8) 

where λfix = 400 W/(mK) is the thermal conductivity of a copper fixture and Sfix is the fixture 
thickness, which is assumed to be 0.02 meters. Heat source was represented by volumetric 
function Qv, which depends on z according to the equation 

. 

(9) 

In the equation (9) zsurface is z-coordinate of control volume in which electrons energy is 
converted into heat; Ib is beam’s current, A; Ua is accelerating voltage, V; xpos, ypos are the 
current values of electron beam center coordinates (depends on time t), m; reff is beam 
effective radius (assumed to be 0.2-0.5 mm), m; dz is z-size of the control volume in which 

𝜕𝜕𝑇𝑇
𝜕𝜕𝑡𝑡 + 𝑣𝑣x

𝜕𝜕𝑇𝑇
𝜕𝜕𝑥𝑥 + 𝑣𝑣y

𝜕𝜕𝑇𝑇
𝜕𝜕𝑦𝑦 + 𝑣𝑣z

𝜕𝜕𝑇𝑇
𝜕𝜕𝑧𝑧 = λ

cρ  
𝜕𝜕2𝑇𝑇
𝜕𝜕𝑥𝑥 2 + 𝜕𝜕2𝑇𝑇

𝜕𝜕𝑦𝑦 2 + 𝜕𝜕2𝑇𝑇
𝜕𝜕𝑧𝑧 2 + 𝑄𝑄v

cρ .     

𝜕𝜕𝑇𝑇
𝜕𝜕𝑡𝑡 = λ

cρ  
𝜕𝜕2𝑇𝑇
𝜕𝜕𝑥𝑥 2 + 𝜕𝜕2𝑇𝑇

𝜕𝜕𝑦𝑦 2 + 𝜕𝜕2𝑇𝑇
𝜕𝜕𝑧𝑧 2 + 𝑄𝑄𝑣𝑣

cρ − 𝐻𝐻𝑚𝑚 ∙ρ
𝜕𝜕ψ𝑚𝑚
𝜕𝜕𝑡𝑡 , 

𝜓𝜓m  𝑇𝑇 =  

0,                  𝑇𝑇 < 𝑇𝑇S
𝑇𝑇 − 𝑇𝑇S
𝑇𝑇L − 𝑇𝑇S

,𝑇𝑇S < 𝑇𝑇 < 𝑇𝑇L

1,                 𝑇𝑇 > 𝑇𝑇L

. 

𝑞𝑞⊥ = −𝜀𝜀 ∙ 𝑘𝑘 ∙  𝑇𝑇𝑠𝑠𝑢𝑢𝑟𝑟𝑓𝑓 𝑎𝑎𝑐𝑐𝑒𝑒4 − 𝑇𝑇𝑐𝑐ℎ𝑎𝑎𝑚𝑚𝑏𝑏𝑒𝑒𝑟𝑟4  ,  

𝑞𝑞⊥ = −𝜆𝜆𝑓𝑓𝑖𝑖𝑥𝑥
𝑇𝑇𝑠𝑠𝑢𝑢𝑟𝑟𝑓𝑓𝑎𝑎𝑐𝑐𝑒𝑒 − 𝑇𝑇𝑐𝑐ℎ𝑎𝑎𝑚𝑚𝑏𝑏𝑒𝑒𝑟𝑟

S𝑓𝑓𝑖𝑖𝑥𝑥
, 

𝑄𝑄𝑣𝑣 =

 
 
 

 
 

0,                                                                                                                            𝑧𝑧 < 𝑧𝑧sur face

1
𝜋𝜋 ∙ 𝑟𝑟eff 2 𝐼𝐼𝑏𝑏𝑈𝑈𝑎𝑎𝑒𝑒𝑥𝑥𝑝𝑝 

−  𝑥𝑥 − 𝑥𝑥pos  𝑡𝑡  
2

+  𝑦𝑦 − 𝑦𝑦pos  𝑡𝑡  
2
 

𝑟𝑟eff 2  1
𝑑𝑑𝑧𝑧 , 𝑧𝑧 = 𝑧𝑧sur face

0,                                                                                                                           𝑧𝑧 > 𝑧𝑧sur face
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electron beam heating is effected, m. 
The most complex boundary conditions for the momentum equation are given on the free 

surfaces of liquid metal. The acceleration due to the action of surface tension forces is 
described in the momentum equation (2) and appears only when a gradient of the function L 
exists. The vapor recoil pressure (Pa) can be described by the Antoine equation as 

, (10) 

and the acceleration due to this pressure, m/s2 

 
(11) 

where ∇L is the gradient of function L, which appears on the surfaces. The pressure outside 
the metal (in the empty cells with L=0) is assumed to be equal to the vacuum chamber 
pressure (in these experiments the chamber pressure was 0.1 Pa) 

P(L=0) = Pchamber (12) 

On the boundary between liquid and solid metal there is the condition  

 (13) 

where index L refers to the liquid phase, and index S refers to the solid phase. For example, if 
the wire moves at a speed vwire, then metal’s velocity flow at the wire’s melting boundary will 
also be equal to vwire. 

The physical properties of metal are temperature dependent. To account for data 
dependencies for steel 316L were collected literature data [5, 6, 7, 8]. Figure 3 shows the 
dependencies used in the development of heat and mass transfer model. 

 
Figure 3: Physical properties of steel 316L vs temperature 

3 NUMERICAL MODEL IMPLEMENTATION AND SOME ALGORITHMS 
To solve the system of equations (1)–(13), the finite difference method and a fixed grid 

with cubic cells were used. This grid has “staggered” structure [9]. In such a grid, the nodes, 
in which velocities are calculated, are displaced along all three axes by half the coordinate 

𝑃𝑃𝑟𝑟𝑒𝑒𝑐𝑐𝑜𝑜𝑖𝑖𝑙𝑙 = 133 ∙ 108.8−18700 /𝑇𝑇𝑠𝑠𝑢𝑢𝑟𝑟𝑓𝑓𝑎𝑎𝑐𝑐𝑒𝑒  

𝑎𝑎𝑟𝑟𝑒𝑒𝑐𝑐𝑜𝑜𝑖𝑖𝑙𝑙 = P𝑟𝑟𝑒𝑒𝑐𝑐𝑜𝑜𝑖𝑖𝑙𝑙
∇𝐿𝐿

𝐿𝐿 ∇𝐿𝐿 
1
𝜌𝜌ℎ 

𝑣𝑣𝐿𝐿 = 𝑣𝑣𝑆𝑆, 
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step relative to the nodes in which there are calculated pressure P, function of cell’s filling L 
and fluid temperature T (Fig. 1). The grid spacing was taken to be h = 0.05…0.1 mm, and the 
time interval was 5∙10–6…1,25∙10–5 s. At the current stage of research, an explicit difference 
scheme was used with fixed coordinate and time steps. 

At the beginning of heating process, melting does not occur, so it is necessary to solve the 
equation (5). For example, to calculate the temperature in the current coordinate node at time 
moment t + 1, we used the following finite-difference approximation of equation (5): 

 
(14) 

 

 

After reaching the temperature TL in the control volume metal was considered to be molten 
and the system of equations (1)–(4) must be solved. For the numerical calculation of pressure 
and velocity fields (equations 1 and 2), a method proposed by S. Patankar [9] was used. At the 
first time step, velocity field is assumed known (all velocities are zero). Velocity increments 
were calculated by equation (2) without taking into account values of pressure (predictor 
step). For example, the x-projection of velocity was calculated according to the equation  

 

 

 (15) 

 

 

 

 

Then, the scalar pressure field in the liquid metal (step-corrector) was calculated using the 
method described in [9,10,11]. The pressure was calculated by the Poisson equation, which 
satisfies the continuity equation (1) 

 
(16) 

The resulting pressure field is necessary to adjust the velocity field. All values on the right 
side of the equation are constants for the considered time step (the velocities are calculated at 
the predictor step). Equation (16) was solved with using simple iteration method by 
expressing the pressure in the (x,y,z) node (in the center of cell) through the pressures in the 
surrounding cells and the derivatives of velocities calculated in displaced grid nodes  

 
 

 

(17) 
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𝑡𝑡

ℎ2 +
𝑣𝑣𝑧𝑧 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧+1 
𝑡𝑡 − 2𝑣𝑣𝑧𝑧 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 

𝑡𝑡 + 𝑣𝑣𝑧𝑧 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧−1 
𝑡𝑡

ℎ2  +  

+ 1
ρ  𝜎𝜎𝜅𝜅 + 𝑝𝑝𝑟𝑟𝑒𝑒𝑐𝑐𝑜𝑜𝑖𝑖𝑙𝑙  

𝐿𝐿 𝑥𝑥+1,𝑦𝑦 ,𝑧𝑧 
𝑡𝑡 − 𝐿𝐿 𝑥𝑥−1,𝑦𝑦 ,𝑧𝑧 

𝑡𝑡

2ℎ  . 

𝜕𝜕2𝑃𝑃
𝜕𝜕𝑥𝑥 2 + 𝜕𝜕2𝑃𝑃

𝜕𝜕𝑦𝑦 2 + 𝜕𝜕2𝑃𝑃
𝜕𝜕𝑧𝑧 2 = 𝜌𝜌

∆𝑡𝑡 ∙  
𝜕𝜕𝑣𝑣𝑥𝑥
𝜕𝜕𝑥𝑥 + 𝜕𝜕𝑣𝑣𝑦𝑦

𝜕𝜕𝑦𝑦 + 𝜕𝜕𝑣𝑣𝑧𝑧
𝜕𝜕𝑧𝑧  . 

𝑃𝑃 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 = 1
6  𝑃𝑃 𝑥𝑥+1,𝑦𝑦 ,𝑧𝑧 + 𝑃𝑃 𝑥𝑥−1,𝑦𝑦 ,𝑧𝑧 + 𝑃𝑃 𝑥𝑥−1,𝑦𝑦 ,𝑧𝑧 + 𝑃𝑃 𝑥𝑥 ,𝑦𝑦+1,𝑧𝑧 + 𝑃𝑃 𝑥𝑥 ,𝑦𝑦−1,𝑧𝑧 + 𝑃𝑃 𝑥𝑥,𝑦𝑦,𝑧𝑧+1 + 𝑃𝑃 𝑥𝑥,𝑦𝑦,𝑧𝑧−1  − 

−ℎ2𝜌𝜌
6∆𝑡𝑡 

𝑣𝑣𝑥𝑥 𝑥𝑥+1
2,𝑦𝑦,𝑧𝑧 − 𝑣𝑣𝑥𝑥 𝑥𝑥−1

2,𝑦𝑦,𝑧𝑧 

ℎ +
𝑣𝑣𝑦𝑦 𝑥𝑥 ,𝑦𝑦+1

2,𝑧𝑧 − 𝑣𝑣𝑦𝑦 𝑥𝑥 ,𝑦𝑦−1
2,𝑧𝑧 

ℎ +
𝑣𝑣𝑧𝑧 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧+1

2 
− 𝑣𝑣𝑧𝑧 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧−1

2 

ℎ  . 
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After pressure field finding, the acceleration projections due to its action were calculated 
and the velocity field was corrected. For example, for velocity projection on the x-axis we 
have the following equation: 

 
(18) 

 
In the liquid phase, thermal conductivity and convection will be simultaneously present, 

and the numerical form of heat transfer equation will be written as follows 

 
 

 (19) 

 

 

After that, it is necessary to simulate the motion of free surface, and also to determine the 
fields of surface tension force. The finite difference approximation of equation (3) for the 
case, if no additional conditions are specified, should have the following form 

 

 

 

(20) 

 

 

However, a direct numerical solution of such a system can lead to the appearance of 
anomalous results, since this approach does not take into account that function L in each 
control volume should always take values in the range from 0 to 1. This circumstance led to 
the creation of various methods for solving equation (3), described in the literature [3, 
10,11,12]. In this work, the sign of velocity and magnitude of flux flowing into the control 
volume, or, on the contrary, flowing from it, was tracked. In the case of control volume 
overflow, or, on the contrary, its emptying, a proportional decrease in the stream was made to 
prevent function L value output out of the interval [0…1]. 

In addition to the above conditions introduced into the algorithm for solving equation (20), 
the calculation of the function L distribution was carried out iteratively with fragmentation of 
time step. The maximum fractional step tfrac was selected from the condition 

 (21) 

The next step was the calculation of surface tension forces. The normal to the free surface 
was calculated as function gradient L direction, and the sign and magnitude of the force were 

𝑣𝑣𝑥𝑥 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 
(𝑡𝑡+1)𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟𝑒𝑒𝑐𝑐𝑡𝑡𝑜𝑜𝑟𝑟 = 𝑣𝑣𝑥𝑥 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 

(𝑡𝑡+1)𝑝𝑝𝑟𝑟𝑒𝑒𝑑𝑑𝑖𝑖𝑐𝑐𝑡𝑡𝑜𝑜𝑟𝑟 +  − 1
𝜌𝜌
𝑃𝑃 𝑥𝑥+1,𝑦𝑦 ,𝑧𝑧 −𝑃𝑃 𝑥𝑥−1,𝑦𝑦 ,𝑧𝑧 

2ℎ  Δ𝑡𝑡. 

𝑇𝑇 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 
𝑡𝑡+1 = 𝑇𝑇 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 

𝑡𝑡 + ∆𝑡𝑡 × 
×  𝜆𝜆𝑐𝑐𝜌𝜌 

𝑇𝑇 𝑥𝑥+1,𝑦𝑦 ,𝑧𝑧 
𝑡𝑡 − 2𝑇𝑇 𝑥𝑥,𝑦𝑦 ,𝑧𝑧 

𝑡𝑡 + 𝑇𝑇 𝑥𝑥−1,𝑦𝑦 ,𝑧𝑧 
𝑡𝑡

ℎ2 +
𝑇𝑇 𝑥𝑥 ,𝑦𝑦+1,𝑧𝑧 
𝑡𝑡 − 2𝑇𝑇 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 

𝑡𝑡 + 𝑇𝑇 𝑥𝑥,𝑦𝑦−1,𝑧𝑧 
𝑡𝑡

ℎ2  +
𝑇𝑇 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧+1 
𝑡𝑡 − 2𝑇𝑇 𝑥𝑥,𝑦𝑦 ,𝑧𝑧 

𝑡𝑡 + 𝑇𝑇 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧−1 
𝑡𝑡

ℎ2  − 

−𝑣𝑣𝑥𝑥 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 
𝑡𝑡 ∙

𝑇𝑇 𝑥𝑥+1
2,𝑦𝑦 ,𝑧𝑧 

𝑡𝑡 − 𝑇𝑇 𝑥𝑥−1
2,𝑦𝑦 ,𝑧𝑧 

𝑡𝑡

ℎ − 𝑣𝑣𝑦𝑦 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 
𝑡𝑡 ∙

𝑇𝑇 𝑥𝑥,𝑦𝑦+1
2,𝑧𝑧 

𝑡𝑡 − 𝑇𝑇 𝑥𝑥,𝑦𝑦−1
2,𝑧𝑧 

𝑡𝑡

ℎ − 𝑣𝑣𝑧𝑧 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧 
𝑡𝑡 ∙

𝑇𝑇 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧+1
2 

𝑡𝑡 − 𝑇𝑇 𝑥𝑥 ,𝑦𝑦 ,𝑧𝑧−1
2 

𝑡𝑡

ℎ + 𝑄𝑄𝑣𝑣
𝑐𝑐𝜌𝜌 . 

𝐿𝐿 x,y,z 
𝑡𝑡+1 = 𝐿𝐿 x,y,z 

𝑡𝑡 + Δ𝑡𝑡 ×  
𝐿𝐿
 x+1

2,y,z 
𝑡𝑡 𝑣𝑣

x x+1
2,y,z 

𝑡𝑡 − 𝐿𝐿
 x−1

2,y,z 
𝑡𝑡 𝑣𝑣

x x−1
2,y,z 

𝑡𝑡

ℎ + 

+
𝐿𝐿
 x,y+1

2,z 
𝑡𝑡 𝑣𝑣

y x,y+1
2,z 

𝑡𝑡 − 𝐿𝐿
 x,y−1

2,z 
𝑡𝑡 𝑣𝑣

y x,y−1
2,z 

𝑡𝑡

ℎ +
𝐿𝐿
 x,y,z+1

2 
𝑡𝑡 𝑣𝑣

z x,y,z+1
2 

𝑡𝑡 − 𝐿𝐿
 x,y,z−1

2 
𝑡𝑡 𝑣𝑣

z x,y,z−1
2 

𝑡𝑡

ℎ  = 

= 𝐿𝐿 x,y,z 
𝑡𝑡 + Δ𝑡𝑡 ∙ Ω. 

Δ𝑡𝑡frac ∙maxΩ ≤ 0.1. 
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calculated from the surface curvature  (see eq. 2 and eq. 15). The curvature index was 
determined as follows. In the computational grid, a spherical region with a center at the point 
under consideration (x,y,z) lying on the free surface was distinguished (Fig. 4).  

 
Figure 4: To the calculation of curvature index of the surface 

The region has radius Rcalc (this value determines the accuracy of calculation, we took 4-6 
grid points). Then, by summing the volumes inside the sphere (Vneighbour  shown in Fig. 2) we 
calculated the curvature index from geometric considerations by means of equation 

 
(22) 

This algorithm was implemented only for cells in which ∇L  0, the direction of ∇L is 
similar with the direction of surface tension force, and the force sign depends on the surface 
curvature sign. Since the surface tension force contains the derivative of function L, this 
allows to provide the “compression” of free surface and eliminates its “blurring”, which is 
typical for the VOF-algorithms described by equation (3). 

4 TEST PROBLEMS AND VERIFICATION 
At the first stage, melting of a fixed wire with beam power of 800 W oscillating at a 

frequency of 400 Hz around a circular trajectory with the radius of 0.8 mm and moving along 
the wire at a speed of 20 mm/s was simulated. The effective beam radius was assumed to be 
0.8 mm. The simulation results are graphically shown in Fig. 5. 

Caption a,b…e in Fig. 5 corresponds to different time points: a – 2.75 ms; b – 31.25 ms;  
c – 93.75 ms; d – 125 ms and e – 375 ms. Beam position at these points is shown by dashed 
line (marked by number 1). For the entire period electron beam moves at a distance of 7.5 
mm, making 150 oscillations along a circular path with a radius of 0.8 mm (sweep radius). 

𝜅𝜅 = −
12𝑉𝑉neighbour − 8𝜋𝜋𝑅𝑅calc

3

3𝜋𝜋𝑅𝑅𝑐𝑐𝑎𝑎𝑙𝑙𝑐𝑐4  
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a 

                                                  
b 

                                                  
c 

                                                 
d 

                                                  
e 

Figure 5: Simulation results at a different time moments   
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The flow is almost laminar: metal flows mainly due to gravity, and turbulence is observed 
only in the tail part of liquid pool, and it is caused by interaction of the flow with a solid bead 
wall. The maximum flow velocity calculated during the transition to stationary mode of 
transfer was recorded in the central part of metal jet and amounted to 0.68 m/s. The bead 
shape (ratio of height to width) corresponds to published literature data [13]. It is reasonable 
to assume that an increase in the rate of metal flow due to an increase in the wire feed rate 
(and, correspondingly, beam power) may lead to an intensification of the process of forcing 
the fluid to the top. 

It is also obvious that reducing beam sweep radius will reduce width of molten area on the 
substrate, which in turn should lead to the formation of a narrower and higher bead. Fig. 6 
shows the use of a narrow beam sweep, in which virtually all power is released in an area not 
exceeding the wire itself. In this example, the wire diameter is 0.8 mm, the sweep radius is 
0.15 mm and the beam radius is 0.2 mm. The wire moves at a speed of 7.5 mm/s relative to 
the substrate, and the oscillating beam moves in the opposite direction at a speed of 5 mm/s 
(deposition rate is 5 mm/s and equivalent wire feed rate is 12,5 mm/s). The frequency of beam 
oscillations was 600 Hz and electron beam power was 1 kW. 

 

a       b 

Figure 6: Simulation results for the case of narrow beam oscillations 

To verify the process, a mode was chosen that is implemented in the laboratory on the 
ELA-15I installation. The deposition rate was 5.6 mm/s, and the wire feed rate was 30 mm/s. 
The wire diameter was 1.2 mm, and the beam sweep radius was 0.6 mm (a wider scan was 
used than in the previous case). The beam power was 1.5 kW. Figure 7 shows the additive 
manufacturing modeling results with the single bead deposited with the above parameters. 
Fig. 7, a, shows velocity field and temperature field during depositing in stationary mode. It is 
seen that material feed rate has a significant impact on metal transfer in the molten pool. 
There are vortex flows in the upper and lower parts of the bead. As a result of metal 
displacement to the top, the pool height increases, and periodical nature of transfer leads to 
the appearance of ripples. Metal transfer in the lower part of the pool leads to the slope of 
molten pool. This example shows the differences in the nature of metal transfer when the wire 
feed rate exceeds the deposition rate. Fig. 7, b, shows a comparison of shape and size of weld 
bead obtained as a result of experiments (left) and modeling (right). It is seen that the forms 
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are similar to each other, there are slight differences in the height and shape of the upper part 
of the bead. The differences seem to be related to the discrete representation of computational 
domain and methods used for calculation. These data show that the model can be used to 
analyze the processes of wire-based additive manufacturing. 

 

a      b 

Figure 7: Verification of results: velocity and temperature fields (a) and comparison of bead cross-section with 
experiment result (b) 

5 CONCLUSIONS 
- A model based on the use of a fixed offset grid and the VOF method, which allow to 

realize the simulation of wire-based additive manufacturing, has been proposed. It is 
shown that the model is distinguished by the possibility of taking into account 
temperature dependences of materials physical properties, surface tension forces and 
vapor recoil pressure, as well as the possibility of simulating heating by oscillating 
electron beam. 

- It is shown that in the absence of wire movement (when beam moves relative to the 
wire), or at wire feed rate close to the deposition rate, the nature of metal transfer will 
be laminar, vortex flows may appear only near crystallization front, and their 
velocities are small. The maximum speed will be observed in the area of metal jet, 
and this speed was within 0.4-0.8 m/s. 

- According to the results of simulation experiments, the effect of electron beam 
circular oscillation size on bead parameters was studied. It is shown that reducing the 
oscillation to values less than wire diameter allows to form a higher and narrow 
beads on the substrate. 

- Verification of the process at a wire feed rate 5.6 times greater than deposition rate 
was carried out. A satisfactory coincidence of bead shape with experimental data was 
reached. With the help of the model, a significant change in metal transfer in the pool 
due to the formation of vortex flows in the upper and lower parts of the pool is 
shown. 
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Abstract. With the help of current approaches in the mechanics of additively manufactured 
deformable solids, a non-classical mathematical model is developed to predict the stress-strain 
state of polymer layers gradually formed on a rotating substrate in an arbitrary number of 
continuous stages of centrifugal material application. On the basis of numerous calculations 
performed, the qualitative and quantitative features of the residual technological stresses 
distributions in the finished cylindrical product for different variants of its release from the 
mechanical loading and the kinematic bonds acting during the manufacturing process are 
analyzed in detail. Previously unknown mechanical effects are found. The appropriate 
recommendations of a practical nature are given. 

 
 
1 INTRODUCTION 

Additive manufacturing processes accompanied with increase of solids in size by means of 
adding new material layers to their surface are characterized by the fact that the solids do not 
exist in their final configurations before the start of deforming, versus classical solid 
mechanics, as all additively manufactured solids keep being formed in course of the 
deformation. The mechanical analysis of additive processes has to take into account external 
loads actual in the simulated technological process, including those acting on the additional 
material, simultaneously with mechanical peculiarities of gradual attaching the material to the 
solid surface. Such account cannot be correctly carried out within the framework of classical 
solid mechanics, even if the traditional equations and boundary conditions are formulated for 
a time variable spatial domain. This is due to absence of any unstressed configuration for the 
entire additive-manufactured solid. Thus, the problems on mechanical modeling for additive-
manufactured solids constitute a special class of problems in solid mechanics and possess a 
number of non-classical features. Approaches to statement and solution of such problems are 
being successfully developed nowadays by Russian scientific school in mechanics of additive 
processes founded by Professor A.V. Manzhirov (see, e.g., works [1–6]). 

External mechanical loads arise due to specific features of an additive process under 
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consideration. One can observe that bulk forces often act as mechanical loads in different 
additive processes. In particular, those include the forces of inertia of the motion of the being 
formed solid as a rigid whole. Thus, the centrifugal forces of inertia can not be ignored in the 
analysis of centrifugal material application technologies used for manufacturing or 
strengthening various axisymmetric products, as well as for applying layers of coatings onto 
such products. The presented research is devoted to the modeling of such technologies from 
the point of view of mechanics of deformable solids. 

2 SCOPE OF THE STUDY 
The loads acting on any additive manufactured solid will obviously cause the appearance 

and further development of stress and strain fields throughout this solid. The corresponding 
technological stress-strain state (SSS) of the resulting solid can be characterized by very 
significant quantitative values. Technological stresses and deformations can, on the one hand, 
cause significant distortions of the geometry of the formed product or even its destruction, 
perhaps, already in the manufacturing process. On the other hand successfully distributed, in a 
certain sense, residual technological stresses and deformations caused by the loads acting on 
the solid during its manufacture and remaining in the finished product at the end of this 
process, can to some extent compensate for stresses or deformations from various negative 
effects on the product during its further operation. The latter circumstance will certainly 
contribute to an increase in strength, stiffness, stability, bearing capacity or durability of the 
resulting product or to a certain expansion of its functionality. It is clear that the purposeful 
provision of favorable distributions of characteristics of technological SSS of manufactured 
products can be possible only with a detailed understanding of the mechanisms of its 
formation in the particular technological process. In order to effectively manage these 
processes for obtaining SSS with pre-prescribed properties, it is also necessary to have an 
adequate quantitative description of these mechanisms. The latter, obviously, can be achieved 
only by mathematical modeling the manufacture processes from the standpoint of mechanics. 

The present work is devoted to the study of mechanical problems associated with the 
gradual centrifugal application on the inner surface of the axisymmetric cylindrical substrate 
of a layer of polymer material uniform in thickness. The angular velocity ω  of rotation of the 
substrate around its axis in the simulated additive process can change arbitrarily over the time 
t . It is however considered that the derivative )(' tω  of the given function )(tω  has not too 
high values, that is )()(' 2 tt ω<<ω . This corresponds to a fairly slow variation in the speed of 
rotation of the substrate during the application of the material onto it. The specified condition 
on the angular velocity rate imposed in the considered problem allows to neglect tangential 
forces of inertia of rotation of the formed layer of material together with a substrate in 
comparison with the corresponding centrifugal forces. It is also assumed that the 
instantaneous interaction of the applied additional material with the surface of the already 
formed layer is carried out in such a way that the potentially possible dynamic effects of this 
interaction are not significant. Therefore, it is possible to neglect the forces of inertia of the 
deformation of the formed layer in comparison with the centrifugal forces of inertia of its 
rotation together with the substrate and to consider the corresponding problem of mechanics 
in a quasi-static formulation. 

In the considered process of multilayer applying the additional material onto a rotating 
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substrate, the thickness of each additional elementary layer formed on the surface of a 
growing axisymmetric solid in one revolution around its axis is considered to be very small 
compared to the radius of this layer. This, firstly, means that the rate of inflow of additional 
material to the formed solid in the circumferential direction is much higher than the rate of its 
inflow in the radial direction, which makes it possible to simulate the process of centrifugal 
application of the material by axisymmetric additive process of replenishment of the formed 
solid with a new material simultaneously over the whole inner side surface. Secondly, this 
assumption makes it possible to simulate this process as a continuous one, in which an 
infinitely thin layer of additional material is attached to the formed solid each infinitesimal 
period of time. Thus, the variable inner radius )(int tR  of the formed layer will be a continuous 
function of time t . The outer radius extR  of the formed layer throughout the process coincides 
with the radius of the working surface of the substrate used. Neglecting the flexibility of the 
latter in comparison with the flexibility of the layer formed on it, we consider the outer radius 
of the layer unchanged in time, i.e. constext =R . 

It should be noted that the assumption of constancy of the formed layer outer radius is not 
essential in the model proposed in this paper. On the one hand, this assumption is adopted to 
simplify the analysis of all the relations obtained. On the other hand, the absence, in the used 
model, of the deformation response of the substrate to the pressure exerted on it by the applied 
material seeking to expand under the action of centrifugal forces allows us to give a refined 
demonstration of the mechanical effects that occur when the layer-by-layer formation of the 
solid with the simultaneous action of the field of bulk forces on it (in our problem, this is the 
forces of inertia of the rotational motion) regardless of the influence of deformation processes 
occurring in that part of the solid in question which existed before the organization of the 
influx of additional material to it. This must be considered as a very significant special case of 
deforming an additively manufactured solid, because of the fact that if a layer of additional 
material is attached to the surface of any solid that is already in the process of deformation 
under the influence of any external impacts, then the joined layer will be inevitably also 
involved in the deformation process. 

The objectives of the presented study are: 
– to build a mechanical model of the above described additive process of manufacturing a 

layer of polymer material on a cylindrical substrate by centrifugal method; 
– to predict the evolution of the SSS of the being formed layer under the action of 

centrifugal forces of inertia of its rotational motion together with the substrate; 
– to identify quantitative and qualitative characteristics of this evolution and to explain 

the mechanical effects observed in the simulated process; 
– to formulate practical recommendations that should be taken into account in the design 

and organization of additive processes of centrifugal application of the material. 

3 DESCRIPTION OF THE MECHANICAL BEHAVIOR OF THE MATERIAL 
As it is known (see, for example, [7]), polymeric materials exhibit pronounced rheological 

properties. Their deformation response to the applied loads has an aftereffect (deformation 
delay), and in addition, as a rule, their mechanical characteristics change significantly with 
age, regardless of actual stresses. The last effect, called aging, is manifested in a decrease in 
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the material compliance with time, that is, in the weakening of its deformation response, both 
instantaneous and developing over time. 

Additive processes in which solids are formed from materials with similar behavior are 
very difficult to model. This is explained by the continuous interaction of the deformation 
reaction of the formed solid to the loads acting on it, on the one hand, with the arising 
redistribution of stresses throughout the solid due to its replenishment with new material 
elements, on the other hand. Despite this, the study of this kind of additive processes is very 
important for a variety of technological applications. 

This paper uses a model of the mechanical behavior of a polymer material described in the 
framework of the linear hereditary theory of viscoelasticity of aging isotropic media [8]. The 
relationship between the stress tensor T  and the small strain tensor E  for such a medium has 
the following form: 

 1
1 )21(],[)1(2

0

−
τ ν−=κ−κ+= E1ET IH , (1) 

where 1  is the rank 2 unit tensor, 1I  is the linear invariant of the tensor, ν  is the constant 
Poisson’s ratio both for instantaneous elastic strain and creep strain developing over time. 
Relationship (1) contains the Volterra integral operator over time: 
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where )(tG  is the elastic shear modulus of the material at the age t , and ),( τtK  is the creep 
kernel. The latter can be expressed through various characteristics of the material which 
describe its behavior in different elementary stress state. For example, using the 
characteristics for pure shear we have 
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where ),(shear τtс  is the creep measure in pure shear, 0),(shear ≡ττс . Remark that the given by 
the expression in square brackets in (3) function of variables t  and τ  is usually referred to as 
the function of the specific strain in pure shear. It describes the development over time t  of 
the shear strain caused by the stress state of the pure shear occurring in a specimen at a time τ  
and not changing further, related to the magnitude of the acting shear stress. The parameter 0τ  
of operator (2) has a sense of the time of occurrence of the stress state in the neighbourhood 
of the given point of the solid. 

One can find typical experimental creep curves representing the development over time of 
specific deformation of samples made of materials with the above mentioned deformation 
properties for different ages at which the load was applied to them, for example, in [9]. 

4 DISCUSSION OF THE FEATURES OF THE PROBLEM UNDER STUDY 
Since in the simulated processes the deformable solid does not exist in its final 

composition before the application of loads but is replenished with new material elements 
already in the course of deformation caused by their action, the moment 0τ  of appearance of 
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stresses at the points of such a solid will change from point to point, so will not be a constant. 
Thus, the lower limit of integration in (2) in the simulated processes should be set by some 

function )(00 rτ=τ  of the radius-vector r  of the solid points. The specific type of this 
function will be determined by the program of solid formation implemented in the concrete 
additive process. In our case, due to the axial symmetry of the additive process, it is obvious 
that )()( 00 ρτ=τ r  where ρ  is the distance from the given point r  of the material layer being 
manufactured on the substrate to the axis of symmetry being simultaneously its rotation axis. 
So, the function )(0 ρτ  for ext

fin
int RR <ρ< , where fin

intR  is the final (achieved by the end of the 
manufacturing process) value of the layer inner radius, should be determined from the 
condition ρ≡ρτ ))(( 0intR  which means that non-zero stresses in the neighbourhood of the 
considered point of the formed material layer arise directly at the time of inclusion of this 
point in its composition. 

Elements of additional material attached to the solid in question in the process of its 
gradual formation may by virtue of certain mechanical, physical or chemical features of this 
process acquire at the time of joining some non-trivial stress state. Taking into account the 
initial stresses in the elements of any solid formed in the additive process should be part and 
parcel of the formulation of correct boundary conditions on that part of its surface to which 
the new material flows. This part of the boundary surface of an additively formed solid is 
usually called the surface of its growth. In this paper we consider the case when by applying 
additional material onto the surface of the growth of the produced layer, i.e. its inner surface 

)(int tR=ρ , this surface does not experience the action of any external loads. In other words, 
the initial stresses at the points of the formed layer, set at these points at the time when the 
growth surface passes through them, are consistent with the zero load on this surface: 

 
ρ∂
∂

ρ∂
∂

==⋅ ρρτ=ρ
rre0Te ,)(0t

, (4) 

where )(ree ρρ =  is the unit vector that specifies the radial direction in the cross-sectional 
plane of the cylindrical layer being produced. 

The problem of deformation of the produced cylindrical layer is solved in the presented 
study in the approximation of plane strain state. The case of small strain is considered. In 
view of the latter circumstance, it does not make sense to take into account the deformation 
component in the time-dependence of the formed layer internal radius intR  which is 
decreasing in time due to the influx of additional material to the layer. So this dependence can 
be considered as given by virtue of the implemented program of material application. Thus, 
the function )(int tR  is a known function, strictly decreasing at those time intervals in which 
the application of the material is carried out, and constant at those time intervals, in which the 
inflow of additional material to the formed layer is temporarily or permanently terminated, 
that is, in pauses between the individual stages of continuous application of the material and 
after the final completion of the layer additive formation. 

In the context of the problem under study in this paper, it is necessary to pay attention to 
the following circumstances. If we were talking about the additive formation of a purely 
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elastic solid, the rate of change of its SSS at each point would be determined only by the 
instantaneous characteristics of the processes of its loading and replenishment with new 
material, and after the termination of the formation, fixation or removal of loads and 
kinematic bonds, the state of the solid would no longer change. The situation is different in 
the case of using the material which is viscoelastic and aging in their mechanical properties. 
Here, the nature of the development of the SSS of the whole formed solid at each time instant 
depends on the full history of the formation and loading of the solid, that is, on the duration of 
staying of the various material elements in its composition, on the age of their entry into this 
composition, and on the laws of change of the loads applied to the solid in all previous 
moments of time. Along with this, in the pauses between the stages of continuous inflow of 
new material to the solid, as well as after the completion of the solid manufacturing, its SSS 
will continue to change over time, striving for some final characteristics. 

5 THE TAKEN APPROACH 
Statements of initial boundary value mechanical problems at all stages of continuous 

application of the additional material, in the pauses between these stages and after the final 
termination of the additive process are non-classical in solid mechanics. They are formulated 
in the present study in terms of the rates of change of the SSS characteristics of the being 
formed solid in the variable in time region occupied by this solid at the current time instant. 
The set initial and boundary conditions take into account the kinematic and force specifics of 
the interaction of the additionally attached material with the already formed part of the solid 
over the entire instantaneous surface of its growth. A significant mathematical difficulty in 
solving the initial boundary value problems stated is the dependence of the moment of the 
beginning of stresses development in the material on the point of the formed solid due to the 
non-simultaneous inclusion of various material elements in the process of deformation. The 
mathematical apparatus developed in the framework of the established by Professor 
A.V. Manzhirov Russian scientific school in mechanics of additive processes allows to 
overcome the announced difficulty. According to this apparatus, the procedure of solving the 
stated non-classical problems can be reduced to solving a series of boundary problems having 
a mathematical form of classical problems of solid mechanics, followed by the treatment of 
certain integral equations in time for each point of the finally formed solid. In the presented 
work, the solutions of the corresponding classical problems are constructed analytically in a 
closed form containing quadratures depending in a complex way on different parameters of 
the simulated additive process and on rheological properties of the material used for 
manufacturing. Calculation of these quadratures and further inversion of integral equations 
are carried out by numerical methods. 

6 THE OBTAINED RESULTS AND PRACTICAL FINDINGS 
Numerous numerical calculations were performed using the developed mathematical 

model. In the calculations, a variant of centrifugal application of the material is considered, in 
which the features of its entry into the composition of the formed solid do not lead to the 
appearance in the latter of initial stresses other than zero near the surface of its growth. 

The stress distributions in a polymer layer additively formed on a substrate are compared 
with the corresponding classical distributions in a similar layer coupled with the same 
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substrate and rotating with it around its axis but completely made in advance without any 
residual stresses before the start of rotation. The latter distributions are found from the 
solution of the corresponding classical solid mechanics problem which does not take into 
account the process of solid formation and assumes the application of all loads to it already in 
its final composition. The principal qualitative and quantitative differences of the above 
distributions are demonstrated: they differ in the character of monotony, positions and values 
of extreme values, have different intervals of sign-constancy. It is extremely important to 
point out that the revealed differences are due not to the rheological manifestations in the 
deformation response of the material used, but to the mechanical features of the additive 
process itself of layer-by-layer formation of a solid at the same time with the loads acting on 
it. It can be shown (see, for example, [1]) that in the absence of rheological manifestations — 
in the case of using a purely elastic material — the demonstrated differences would be even 
more pronounced, whereas the creep process in the solid during its gradual formation affords 
slurring over these differences. 

The evolution of the technological stress state of the formed polymer layer during its 
manufacture is analyzed. It is shown that the intensity of shear stresses, which is an important 
stress characteristic of the product in terms of assessing its strength, reaches a maximum in 
the immediate vicinity of the substrate. This fact can not be found on the basis of the solution 
of the classical mechanical problem on deformation under the action of centrifugal forces of a 
material layer coupled with the rotating substrate, not taking into account the mechanical 
features of the manufacturing process of this layer. Indeed, from such solution it would follow 
that the maximum of the intensity of shear stresses should be achieved at the free surface of 
the layer, the most distant from the substrate, which directly contradicts the results obtained 
taking into account the specifics of the additive technological process. 

In the presented work it is demonstrated that the technological stresses in the polymer layer 
arising in the process of its manufacture depend in a decisive way on the speed and nature of 
the whole process. Thus, the presence of pauses in the process of applying the material leads 
to a qualitative and very significant quantitative change in the pattern of the technological 
stress state of the finished layer compared to that obtained in a continuous process. 

The very specificity of the simulated technological processes dictates the appearance of 
residual technological stresses in the resulting products. The final distributions of residual 
stresses, which are eventually settled in the finally formed polymer layer, are found in various 
situations: after the rotation stops at the completion of the layer formation, as well as after the 
rotation stops and the finished layer is detached from the substrate (if the latter is provided by 
the simulated technological process). It could be expected that the stresses arising under the 
action of centrifugal forces in the layer during its fabrication, together with the stop of 
rotation and therefore the disappearance of these forces should essentially reduce their values. 
However, as the calculations show, this does not happen: for example, the maximum values 
of compressive circumferential stress and the intensity of shear stresses may even increase 
significantly after the termination of the rotational motion. The reduction of all residual 
stresses is observed only after the finished layer is detached from the substrate, but the 
corresponding stresses can still not be neglected compared to those that have acted during the 
centrifugal application of the material. 

If the finished layer remains bonded to the substrate after the termination of the centrifugal 
application of the material, then, despite the absence of inertial effects on the non-rotating 

353



Dmitry A. Parshin 

 8 

material layer, the normal contact stresses at the interface of this layer and the substrate will 
remain compressive indefinitely. This circumstance, obviously, prevents spontaneous 
detachment of the finished layer from the substrate, which is especially important in cases 
where it is supposed to be further used as an entity together with the substrate on which it was 
manufactured. If the substrate was used in the simulated process only as a tooling and is 
disconnected from the finished layer after the material application process, then the 
corresponding residual radial stresses will be compressive throughout the thickness of the 
layer, and the residual circumferential stresses will be stretching in the part that was adjacent 
to the substrate, and compressing in another part. 

7 CONCLUSIONS 
In the present study the additive technological processes of layer-by-layer manufacturing 

polymer pieces on the inner surface of a rotating cylindrical substrate are investigated. 
Polymer materials exhibit rheological mechanical properties. Their behavior is described in 
the study in the framework of the linear hereditary theory of viscoelasticity of aging media. A 
non-classical mechanical model of the processes in question is proposed. The model is based 
on considerations of the current theory of additively formed deformable solids. The 
corresponding initial boundary value problems for description of the deformation process of 
the being formed polymer layers under the simultaneous action of centrifugal forces are 
formulated. The numerical-analytical solutions are obtained. Numerous calculation are 
performed. The evolvement of the stress state of a polymer layer during and after its 
manufacturing is described. It is demonstrates that the found distributions of technological 
stresses in the produced layer depend in a decisive way on the realized manufacturing regime 
and essentially differ from the classical stress distributions in a similar rotating polymer layer 
that has not undergone any external impacts during the process of manufacturing. The 
mentioned difference is explained by fundamental mechanical features of the additive process 
itself and causes the inevitable occurrence of residual stresses in the finished layer after 
stopping its rotation and, if it is necessary, after its detaching from the substrate. The 
distributions of these residual stresses are found and analyzed in detail in the present study. 
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Abstract. The finite element analysis (FEA) of components’ build-up has recently proved 
to be a valuable tool for accompanying the product and process development during additive 
manufacturing (AM). In this numerical method a first key aspect is the heat input modelling 
of laser scanning for building-up AM products of industrial relevance, as close to reality as 
possible, by applying equivalent heat source models. Based on these reduction models the 
stress distribution in a successive thermo-mechanical simulation is calculated approximating 
the sum of thermal, elastic and plastic stresses during processing and the remaining elastic and 
plastic stresses after cooling. A further key aspect is, thereupon, to predict the final shape of 
the additively manufactured component by means of the FEA after its removal from the 
substrate or the support structures. This work aims to analyze the development of stresses in 
components during their additive laser processing and cooling to ambient temperature as well 
as after post-processing cutting operations. Moreover, the associated to stress development 
simulated final part shape is evaluated with the aid of 3d measurements on an additively 
manufactured twin cantilever of industrial relevance. Finally, based on the rendered 
simulation results a compensation of the undesired shape distortions is proposed based on 
reverse engineering approach.  

 
 
1 INTRODUCTION 

Modeling and simulation methods have recently proved high potential in accompanying 
additive manufacturing process and product development. In the frame of the AMable Project 
[1] these potentials have been identified and captured in form of potential services which can 
be adopted by innovative technology carriers and industrial manufacturers operating in 
additive manufacturing related business. The increasing knowledge and apparent benefits as 
well as the flexibility of modeling and simulation methods and tools allows their utilization 
not only in large-scale enterprises but also in small and middle-sized companies (SMEs). The 
major reasons motivating companies to apply modeling and simulation raise from the 
increasing demands and challenges during product development when using additive 
manufacturing techniques, e.g. application of new powders, manufacture of novel and 
complex shapes or functionalities, new machines etc. Additionally, the increasing required 
product quality and the need for reducing processing times are further reasons which 
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encourage companies to use modeling and simulation solutions. 
The main key aspects which are identified in which modeling and simulation can provide 

useful support for developing products with additive manufacturing processes are following: 
- weld pool shape prediction by means of analytical high performance models, i.e. 

quasi real time, in order to assist process control [3-5], 
- thermo-mechanical models with reduced equivalent heat sources for shape distortion 

and residual stress computation [6], 
- facilitation of pre-deformed geometry shapes to limit shape inaccuracies by applying 

reverse engineering strategies [7], 
- path planning optimization to reduce processing times and unnecessary heat input 

[3,8], 
- modeling of post-processing operations, i.e. cutting and support structures’ removal 

with comparison of the simulated component shape with the 3d geometry of real 
additively manufactured components [9,10], 

- thermodynamical and kinetical models for alloy, microstructure and powder tailoring 
and design, such as phase field changes [11,12], 

- determination of mechanical material properties based on crystal plasticity and 
micromechanical evaluation of resistance to fatigue, i.e. fatigue performance 
indicators [13], and 

- further specific modeling and simulation aspects under the umbrella of integrated 
computational materials engineering (ICME). 

However, occasional lack of specific knowledge for certain complex modeling aspects or 
the need for specific software  or high performance computing (HPC) recourses increase the 
necessity for regular update, training and know-how exchange among the modeling and 
simulation experts [1]. Besides providing an overlook of the potential use of modeling and 
simulation in the additive manufacturing business, this paper focuses specifically on the finite 
element analysis (FEA) of post-processing operations, i.e. support structures’ removal, after 
components’ manufacture by means of selective laser melting (SLM). 

2 THERMAL MODEL WITH REDUCED EQUIVALENT HEAT SOURCE 
In literature several numerical approaches exist which account for the heat effects 

occurring during additive manufacturing processes, especially SLM [3-9]. In author’s 
previous work a systematic modeling approach was introduced for the realization of a 
simulation solution with reasonable time durations for practical industrial applications based 
on a reduction heat input during the build-up process with metallic powders [6]. Hereby, a 
transient temperature profile is applied on whole model layers or multi layers, representing 
the total heat load per volume, based on powders melting point and the SLM process 
parameters (processing time, scan speed, hatch distance, laser powder etc.) for industrial 
relevant examples [2]. In this paper a twin-cantilever geometry is used to demonstrate the heat 
effects and thermo-mechanical modeling as well as the structural results, i.e. stress and 
deformation development, after the component creation and its cut-off from the support 
structures. Figure 1 illustrates the main dimensions of the twin-cantilever geometry with the 
support structures and the heat loses to substrate and sounding powder due to conduction as 
well as the convection and radiation on the upper, currently processed layer. 
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Figure 1: Twin-cantilever geometry with support structures with defined heat loses as considered in the transient 

thermal finite element model approximating the build-up process during SLM 

The equivalent heat load within the transient thermal simulation of the twin-cantilever was 
adjusted accordingly in each volume layer of elements in the form of temperature-time 
function as illustrated in Figure 2. In the FE mesh of the twin-cantilever each element layer 
has a thickness of 90 μm corresponding to the threefold of the powder layer thickness of the 
real SLM process. This trade-off was made in order to reduce time-consuming simulation 
duration and enormous amount of data storage. Between each process layer the real process 
sequences were considered, i.e. approximately 10 s for the powder layer deposition prior to 
the processing of the subsequent overlying layer. Table 1 summarizes the SLM process 
parameters used by Fraunhofer ILT on SLM®280 HL machine with IN718 powder for the 
manufacture of the twin-cantilever [2]. The laser scanning was performed longitudinally to 
the twin-cantilever with no hatch angle increment. 
 

Table 1: SLM process parameters in IN718 powder for the manufacture of the twin-cantilever [2] 

Process parameters Value Units 
Laser power 
Scan speed 
Laser beam diameter 
Layer thickness 
Hatch distance 
Hatch angle increment 
Time interval for powder deposition  

300 
1600 
90 
30 
80 
0 
10 

W 
mm/s 
μm 
μm 
μm 
o degrees 
s 
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Figure 2: Twin-cantilever geometry with support structures with heat loses as defined in the transient thermal 

finite element model approximating the built-up process during SLM 

During the “build-up process” of the twin-cantilever within the transient thermal and the 
successive thermo-mechanical numerical analysis, overlying, i.e. not yet deposited, elements 
in the FE mesh were assigned with negligible thermal and mechanical properties, i.e. were 
deactivated. They were assigned with the powder material properties, i.e. activated, once the 
layer they represented was to be processed. During processing, i.e. heating, and after reaching 
the melting point the powder material was assigned with the material properties of the solid 
IN718 with the aid of a phase transformation model implemented within the thermal analysis 
[11,12]. The thermal and mechanical material properties used for IN718 were temperature and 
phase dependant and were taken from the literature [2]. The thermal material properties for 
IN718 powder were induced according to the work of Biceroglu et al. [14]. The model layers 
were processed one after the other until the whole twin-cantilever was built. In order to ensure 
the “binding” of the processed model layer to underlying solid material, a partial re-melting of 
the underlying element layer was undertaken, similar to the real SLM process. After each 
layer build-up, i.e. the phase change from powder to liquid and finally to solid, and the 
cooling to ambient temperature, the model attained its final thermal and mechanical 
equilibrium. 

The results of the temperature field during the model layerwise “build-up process” is 
shown in Figure 3 for exemplary model layers. The whole simulation time including the 
cooling time intervals for a new powder layer deposition and the final cooling of the complete 
twin-cantilever to ambient temperature equals to 850 s. The calculated transient temperature 
field of each model layer including the change of phase from powder to liquid and finally to 
solid was used as a load for a sequential thermo-mechanical numerical analysis. 
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Temp

t = 95s

t = 330s

t = 765s

Temp. [ C]

 
Figure 3: Temperature field results of exemplary successive element layers during the model “build-up process” 

3 RESIDUAL STRESS AND DEFORMATION COMPUTATIONAL RESULTS 
The thermal analysis presented in the previous section, based on a reduced heat source 

model replicating the real SLM process of the twin-cantilever, provided the transient 
temperature field of successive processed model layers as result. This transient temperature 
field was thereafter applied as a thermal load in an uncoupled thermo-mechanical analysis. 
For this numerical calculation, an isotropic elastic–plastic material definition with temperature 
dependant mechanical values for the Young’s modulus, yield stresses and strain hardening 
was employed. Additionally the change of phase from powder to melt and finally to solidified 
material was considered in the earlier transient thermal analysis by applying a phase change 
model in the finite element program SYSWELD carrying temperature and phase dependant 
mechanical properties of the nickel based steel alloy IN718 [2,12]. 

First the shape deformation and residual stresses of the twin-cantilever while still attached 
on the substrate and support structures (i.e. prior to cut-off operation) were computed. After 
cutting-off the twin-cantilever support structures in the experiment by means of electrical 
discharge machining (EDM) as illustrated in Figure 4, a spring-back, i.e. elastic recovery, is 
observed with a maximum measured deformation of approximately 0.8 mm on the edges.  
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Figure 4: Support structures’ cut-off process and final deformation of the twin-cantilever geometry 
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Due to the nature of the SLM process in conjunction with the twin-cantilever geometry, the 
component was manufactured with support structures which were cut-off after manufacturing 
and cooling to ambient temperature. It was significant to include this process step in the 
simulation chain, in order to replicate the spring-back, i.e. geometrical changes and final 
stress state equilibrium of the component’s structure after elastic recovery. In order to 
calculate the component’s final shape after the material removal the final state of equilibrium, 
i.e. elastic recovery, was considered. After the thermo-mechanical simulation of the main 
build-up process and the cooling to ambient temperature, the elements in cutting area were 
removed in the FE model, whilst the stress state and final temperature at the end of the 
thermo-mechanical simulation were maintained with the component still attached to the 
support structures. At a subsequent step the simulation was restarted and the mentioned solid 
element removal in the support structures forced the component to its final shape providing an 
elastic recovery and, thus, a relaxation of the total stresses and a final state of equilibrium. 
The final distortion in the vertical build-up direction as calculated after the spring-back by the 
numerical model is demonstrated in Figure 5 providing a visual comparison with the 
experimental result of the real twin-cantilever geometry. The defined mechanical boundary 
conditions, i.e. constraints, did not allow any displacement on the bottom of the substrate, i.e. 
the substrate was mounted on the working bench. 

 
 

No displacement on substrate

Displacement 
0.8mm

No displacement on substrate

Displacement 
0.8mm

Uy [mm]

 
 

Figure 5: Experimental (left) and computational final shape (right) of the twin-cantilever in the build-up 
direction after the support structures’ removal 

The computed residual stresses variation before (left) and after cut-off (right) are presented 
in Figure 6. A significant relaxation, i.e. reduction, of the von-Mises residual stresses after the 
material removal is observed. The residual stresses’ decrease is more perceivable in the upper 
area of the twin-cantilever and in the support structures. 

von Mises stresses [MPa]

 
Figure 5: Residual stresses variation before (left) and after support structures’ removal (right) 

        experimental final shape               computational result of shape deformation 
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Not only are the computer capacity requirements and computational times of significance 
but also the reliability of the introduced method, which can essentially be applied in the 
design phase of SLM products for future industrial applications. The reliability of the applied 
numerical method was appraised with a model validation using deformation measurements on 
the manufactured twin-cantilever. The vertical displacements were measured on a path at the 
top of the twin-cantilever with a step of 2.5 mm, from the symmetry plane to the right side of 
the component as illustrated in Figure 7. As observed there is a 26% maximum discrepancy in 
the results on the far right edge of the component. This is acceptable, since it is related to the 
modeling reduction approach, and the fact that three powder layers are being “fabricated” 
simultaneously in the numerical model. 
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Figure 7: Comparison of experimental and numerical deformation results of the twin-cantilever after cut-off 

In addition, a parameter study on the twin-cantilever component was perform in order to 
investigate the sensibility of the proposed modeling method. This was done by running 
simulations of thicker horizontal part thicknesses of the twin-cantilever geometry. The 
supplementary simulations included thicknesses of 1.5 mm, 2.0 mm and 3.0 mm. This has 
added a +0.5 mm, +1.0 mm and +2.0 mm respectively to the reference model of the 1.0 mm 
thickness. The computed deformation behavior for increasing component thickness was 
verified with the measurements on real SLM manufactured components with the 
corresponding thicknesses by Fraunhofer ILT [2]. The provided measurements indicate a 
shape distortion decrease for higher component thicknesses. Figure 8 presents the comparison 
of the distortion results between simulation and measurements on real components. It is 
observed that the model managed to provide reliable results with an accuracy improvement 
for increasing component thickness. This is associated with the used mesh discretization of 
90 μm per layer of elements, which appears to be more sufficient for increasing component 
thicknesses. An attempt to lower the model thickness proved to be quite sensitive in terms of 
the computed deformations, i.e. unstable deformation trend was observed, due to insufficient 
FE mesh degree of descritization through the reduced twin-cantilever thickness resulting to 
even less number of element layers along the build-up direction. 
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The improved accuracy of simulation results for models with increasing component 
thickness compared to measurements along the twin-cantilever upper area is exhibited in 
Figure 8. Particularly for a sufficient increase of the component thickness to 2.0 mm and 
3.0 mm an adequate correlation with only marginal deviations has been achieved with the use 
of the introduced modeling method. This proves the reliability of the developed modeling 
approach especially for components with sufficient thicknesses for the adopted FE 
discretization. 
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Figure 8: Improved simulation result accuracy compared to experimental measurements on real manufactured 
components with increasing twin-cantilever thickness 

4. SHAPE DISTORTION COMPANSATION BY MEANS OF “PRE-BENT” MODEL 
A further aim of this paper is to demonstrate a potential compensation of the twin-

cantilever’s shape deformations after its SLM manufacture. To compensate shape distortions 
and counteract the resulting final deformations after the support structures removal’, a “pre-
bent” twin-cantilever model with “negative geometry” was facilitated considering the already 
simulated deformation results, as presented in Figure. The “pre-bent” model was prepared 
based on the distortion results of the twin-cantilever geometry with the reference thickness of 
1.0 mm. Hereby, the calculated distortions along the measuring path on the top area of the 
twin-cantilever (cp. Figure 5 and Figure 7) were applied in the opposite, i.e. negative, 
direction. Based on this deformed shape the “pre-bent” twin-cantilever geometry is remodeled 
with a curvature in the negative direction of the initial spring-back as demonstrated in 
Figure 9. The “pre-distorted” twin-cantilever is illustrated compared to the target geometry, 
i.e. the horizontal plane, which should be targeted after the cut-off operation. 

reference thickness: 1,0 mm thickness: 1,5 mm 

thickness: 2,0 mm thickness: 3,0 mm 
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Figure 9: “Pre-bent” twin-cantilever geometry based on the original model deformation results compared to the 

horizontal target geometry 

The overall distortion of the “pre-bent” model after the numerical analyses proved to be 
only slightly higher compared to the original model with approximately solely 0.1 mm of 
maximum discrepancy on the tip of the twin-cantilever. The final distortion of the “pre-bent” 
model appears to provide a sufficient improvement compared to the initial reference model 
approaching the horizontal plane in a very good manner as shown in Figure 10. 

Uy [MPa]

 
Figure 10: Final distortion of the “pre-bent” twin cantilever model compared to the target horizontal plane 

 
To compare the original and “pre-bent” model’s final shape distortion, the distance of the 

horizontal part to the target geometry horizontal plane was taken into account. As observed in 
Figure 11, the pre-distorted model has provided improvements on the final component shape 
accuracy with a limitation of the discrepancies to only 0.1 mm on the right edge of the twin-
cantilever. 
 

position of target geometry (horizontal plane) 

“pre-bent” geometry 
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Figure 11: Improvement of the final shape accuracy for the “pre-bent” model compared to the reference model 

Figure 12 shows the residual stress distribution of the pre-distorted twin-cantilever model 
after the build-up process (left) and after support structures’ removal (right) indicating a very 
similar trend to the reference model in Figure 5. This was expected as there are not any 
significant changes in the geometry and the build-up process apart from the trimming on the 
twin-cantilever’s upper area in order to approximate the negative shape distortion of the 
reference model after the cut-off operation. 

von Mises stresses [MPa]

 
 

Figure 12: Residual stresses variation of the “pre-bent” model before (left) and after 
support structures’ removal (right) with a similar trend as the reference model. 

5 CONCLUSIONS 
In this paper the structural behavior of a twin-cantilever manufactured by means of SLM 

including the post-processing operation of support structures’ removal is presented. The 
thermo-mechanical effects during the build-up process as well as the “spring-back” of the 
created twin-cantilever after support structures’ removal were replicated by means of a 
numerical analysis. Based on a reduced equivalent heat source model the SLM process was 
approximated on a FE mesh discretized to a certain degree. Thereupon, the component’s 
residual stresses and deformations were computed once the component was manufactured and 
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cooled to ambient temperature and subsequently after it was detached from the support 
structures. In order to draw conclusions on the reliability of the proposed computation chain, 
including the build-up process and the supports’ removal operation, experimental 
measurements of the shape deformation on real twin-cantilever geometries were conducted 
and compared with the simulation results. The rendered results have led to following 
conclusions: 

- After the build-up process of the twin-cantilever and its cooling to ambient 
temperature no significant shape deviation were observed, i.e. <0.1 mm, compared to 
the initial target CAD geometry, in both experiments and simulation. 

- The reference experiment utilized for evaluating the numerical model demonstrated a 
maximum deviation between numerical and experimental results of 26% at the edge 
of the twin-cantilever after the cutting operation. This error was linked with the heat 
source reduction approach and the degree of mesh discretization which led to a less 
accurate computation of stress distribution in the component. However, these 
approximation were inevitable in order to demonstrate the structural results on a 
practical component with reasonable computational times and storage capacity. 

- The conducted parameter study proved that the coarse mesh discretization in the 
build-up direction in the numerical models becomes less significant with increasing 
twin-cantilever thickness, since deviations to experimental deformation proved to 
diminish. 

- The relaxation of residual stresses after the support structures’ removal are closely 
associated with the induced deformations. This is the reason why the comparison of 
the twin-cantilever final shape between simulation and experiment allowed us to 
conclude on the quality of the computed residual stresses. 

- The computed or measured shape distortions caused after support structures’ removal 
can be used to manufacture components with negative geometries, i.e. pre-bent, so 
that they can compensate the induced deformations and approximate more accurately 
the target, i.e. ideal, final component shape after the cut-off operation. 

To summarize, by applying appropriate approximation methods and simplifications along 
the introduced simulation chain, it was possible to compute the residual stresses and 
deformation behavior of components of industrial relevance after support structures’ removal. 
The potential to reach a higher agreement with measurements increases when applying the 
appropriate model refinements. In this way simulation methods can assist in making the right 
design decisions during the development of products created by additive manufacturing 
processes. 
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Abstract. 3D finite element simulation of a FDM printer nozzle region was performed using 
COMSOL Multiphysics software. The polymer exiting the nozzle of the FDM printer was 
also included in the simulation in order to capture the dimensional behavior of the polymer. 
The domain of the simulation consisted of a nozzle, printer table, and the surrounding air. In 
the simulation, mass and momentum equations were solved to determine the non-Newtonian 
flow characteristics of the polymer. The interface between the polymer and ambient air was 
modelled using the level set method. Experiments were conducted to validate the numerical 
results. One experimental specimen with 30 strips was printed using a 3D printer. In the CAD 
model of the specimen, each strip had the same width as the nozzle diameter. While printing, 
it was ensured that the nozzle had only one continuous vertical movement to print each strip. 
The printed strips were measured with a caliper at five different locations. The difference 
between the numerical and experimental results of strip width were less than 10%. The 
developed model provided information about the transient shape of the polymer extrudate and 
can be used to predict the dimensional accuracy of the FDM-printed parts.  

1 INTRODUCTION 
Additive manufacturing methods, also known as 3D printing, have the advantage of 

manufacturing complex geometries [1]. Out of various types of additive manufacturing 
techniques, Fused Deposition Modelling (FDM) is perhaps the most popular when low-cost is 
important [2]. In FDM, a structure is built layer by layer by discharging a stream of material 
from a nozzle. Even though thermoplastics have been commonly used for FDM process [3], 
other materials such as fiber-reinforced polymers [4], bio-degradable materials [5], ceramic 
[6], and concrete [7] are also available.  

FDM is a rapidly progressing branch of additive manufacturing. Researchers have 
conducted several experimental studies to improve the process of FDM and part quality [8]. 
The investigated parameters have generally been layer thickness and orientation, infill type 
and rate, extrusion angle, and nozzle diameter [9]. The quality of FDM parts also depends on 
extrusion temperature and feed rate [10]. These parameters have an effect on residual stresses, 
shrinkage and bonding quality [11-13]. Due to the vast number of process parameters, many 
studies have been focused on finding optimal settings for manufacturing time, surface quality, 
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dimensional tolerances, and mechanical strength [1, 14-16].   
In recent years, researchers have paid more attention to the numerical simulations of FDM 

process. Initial attempts were focused on the thermomechanical simulations of the final part in 
order to determine the characteristics of shrinkage, warpage, residual stresses, and potential 
crack initiation locations [17-19]. Current numerical studies are based on three dimensional 
CFD simulations. Non-isothermal and non-Newtonian flow, cooling, and solidification of 
polymer were simulated in a FDM process [20, 21]. Viscoelastic stresses were included in the 
model later [22]. An isothermal and Newtonian model was developed to simulate the 
deposition of polymer on a moving plane [23] and the model was validated with experiments 
[24]. It was found that the shape of extrudate changed from circle to rectangle as the gap 
height to velocity ratio decreased. Successive deposition of extrudate layer simulations 
showed that the layer thickness and distance between extrudates influenced the previous 
extrudate shape and pore formation [25]. In these numerical models, polymer was assumed to 
be discharged from a cylindrical volume.  

 In this work, the nozzle region of a FDM printer was simulated using finite element 
method. The simulations included the nozzle with a flow channel, printer table, and the air 
surrounding the nozzle region. Level set method was used to predict the shape of the polymer 
discharged from the nozzle. The polymer/printer table contact was also considered in the 
simulations. Non-Newtonian characteristics of the polymer was taken into account for 
predictions. An experimental sample was printed to validate the numerical simulations. 

2 EXPERIMENTAL METHOD 
ABS filament was used to perform experiments at nozzle temperature of 220℃ and feed 

rate of 40 mm/s. Two rows and 15 columns of strips with dimensions of 0.4 mm width and 
height were printed on a 0.1 mm thick base. The dimensions of the printed sample are shown 
in Fig. 1.  

 
Figure 1: A schematic of the sample with dimensions 

The diameter of the nozzle was 0.4 mm which was the same as the strip width on CAD 
data supplied to the slicer software. One continuous vertical movement of the nozzle was 
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enforced to print each strip. Experiment was performed at a printer temperature of 80℃. Each 
strip was measured at five positions to compare the experimental data with the numerical 
results.  

3 NUMERICAL METHOD 
The discharge and the deposition of ABS polymer on printer table were simulated using 

COMSOL Multiphysics 5.4 software. The cross-section of the 3D domain is shown in Fig. 2. 
The domain included the flow channel, nozzle, printer table, and the surrounding air. The 
molten polymer entered the flow channel from the inlet. The nozzle tip was located 0.2 mm 
above the printer table. This value was the same as the layer thickness in the experiment. The 
flow was defined as fully developed at the inlet, and the average velocity was calculated 
based on the experimental feed rate of 40 mm/s. The average velocity at the entrance was 
increased from zero to steady-state in one second. The printer table velocity in the vicinity of 
polymer deposition was set to feed rate speed in order to convey the extruded polymer 
towards the outlet. No slip condition was enforced on the nozzle/polymer boundaries. The 
simulation was performed for a period of time taken to print one strip. 

  
Figure 2: The cross-section of the 3D domain 

The continuity and momentum equations were solved to simulate the polymer flow and 
deposition. The effect of temperature was not taken into account in this study. The shear rate 
dependence of polymer shear viscosity was modelled using Cross [26] model (Eq. 1). 

ns 









 1

*
0

0

1







 

(1) 

where 0  is the zero-shear viscosity,   is the shear rate, and *  and n are material-dependent 
constants. These material constants and material properties such as density, heat capacity, and 
thermal conductivity were obtained from the literature [27] and are presented in Table 1. 

Besides solving the continuity and momentum equations, one transport equation was also 
solved to determine the interface between the polymer and ambient air using level set method. 
In level set method, level set function (𝜙𝜙  represents the interface between two domains. The 
value of 𝜙𝜙 varies from zero to one indicating the transition from one domain to the other. In 
this study, 𝜙𝜙 = 0.5 was used to define the polymer/air interface. 
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Table 1: Material parameters used in the numerical simulation  

 
Density 
(gr/cm3) 

Heat 
Capacity 
(J/(kg K)) 

Thermal 
Conductivity 
(W/(m K)) 

τ*  
(Pa) 

n 
 

ABS 1040 2345 0.18 2.90×104 0.33 

4 RESULTS AND DISCUSSIONS 
The experimental measurements obtained from the ABS sample printed at 40 mm/s are 

shown in Fig. 3. The average of measured strip width at five locations varied between 0.41 
and 0.46 mm. The overall average of strip width was calculated as 0.430 mm indicating a 
difference of 7.5% compared to the nominal width of 0.4 mm. Figure 3 shows that the 
measured width had the tendency to increase along the printing direction. This characteristic 
may be due to the control algorithm of the nozzle and feed rate. Prior to printing, the polymer 
and the nozzle are generally at rest. While the nozzle accelerates to the steady state velocity, 
the filament is also pushed into the nozzle to supply the required material. The control of 
these two parameters will affect the amount of material discharged from the nozzle per unit 
time.  

 
Figure 3: Measured strip width of ABS sample at five separate positions along the strip 

The simulation result of polymer flow and deposition on printer table at 40 mm/s is 
presented in Fig. 4. The deposited ABS was conveyed along the z-axis. The extrudate shape 
away from the nozzle exit was dome-like. However, a barrel-like shape was observed near the 
nozzle exit. Previous experimental and numerical study suggested a barrel-like cross-section 
when the layer height is relatively small [24]. It is also evident that some of the polymer 
escalated on the nozzle surface facing towards the deposited material. The amount of polymer 
elevation is shown in Fig. 5 (z=0.5). The cross-section of polymer/air interface started as a 
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rectangular shape at the discharge and converted into a dome shape right after. The height of 
the strip increased above 0.3 mm and then decreased as low as 0.1 mm. The linear decrease of 
strip height beyond z=2 mm was expected and it was due to the transient increase of feed rate 
during the first 1 s.  

 
Figure 4: Predicted ABS deposition on printer table at 40 mm/s during 0.7 s. 

 

Figure 5: The cross-section of polymer/air interface along the printing direction at 0.7 s. 
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The mean strip width from the numerical simulations was 0.371 mm which was 
moderately lower than the experimental result of 0.430 mm. Once the steady state was 
reached after a period of 1 s, the strip width was essentially the same at measurement 
locations. Even though 0.441 mm strip width was obtained at a distance of z=0.5 mm, both 
the strip width and height were instantly decreased to lower values at z=2 mm. The reason for 
this shape change may be due to the lack of temperature dependency of shear viscosity. Shear 
viscosity of polymers decreases drastically with temperature especially when the temperature 
is below the glass transition temperature. The experimental printer temperature was 80℃ 
which was lower than the glass transition temperature of ABS. Once the non-isothermal 
simulations are performed, the polymer touching the printer table is expected to have much 
higher shear viscosity which will limit the deformation of the polymer.  

5 CONCLUSIONS 
- Three-dimensional finite element simulations of polymer flow and deposition on 

printer table were performed. The simulations included the non-Newtonian 
characteristics of the polymer shear viscosity. The polymer/air interface was 
determined using the level set method. Experimental sample was printed to validate 
the numerical model. 

- The shape of the strip changed from rectangular shape to dome shape right after the 
nozzle tip. The numerical result was 13.7% lower than that of the experimental result. 
Non-isothermal effects were not included in the model. Particularly, updating the 
model with temperature dependency of the shear viscosity is expected to improve the 
predictions.  

- The developed numerical model can be used to understand the relationship between 
process parameters and the dimensional accuracy of FDM-printed parts. Further 
improvements can be implemented to reduce the discrepancies between the 
experimental and numerical results.  
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ABSTRACT 

Triply periodic minimal surface (TPMS) based geometries exhibit extraordinary mechanical, 
thermal, electrical and acoustic properties thanks to their unique topologies. There are various 
types of structures in the TPMS family. One of the most well-known TPMS structures is the 
gyroid structure. This paper focuses on the vibrational behavior of a novel sandwiched gyroid 
structure in terms of their natural frequencies and mode shapes with three different feasible 
unit sizes at same volume ratio. Powder bed fusion technology is employed to fabricate 
gyroid porous specimens made of HS188 material. Modal testing is performed to deduce the 
vibration characteristics of aforementioned cellular structures. Besides the experimental study, 
the dynamic performance of the considered structures is investigated computationally by 
performing modal analysis using Finite Element (FE) models. A key challenge facing FE 
modelling of large scale gyroid structure is computation time and accuracy. For that reason, 
small size of gyroid lattices are utilized for compression tests in order to extract elastic 
properties. Then sandwiched gyroid plate is modelled as solid body with calculated elastic 
properties instead of complex gyroid topology and analyzed. Finally correlation level between 
experimental and FE results are presented.  
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1 INTRODUCTION 
Additive manufacturing (AM) is a type of a manufacturing process, where material is 

added layer-by-layer in contrast to the traditional methods in order to create the end product. 
AM has gained great attention from industry since it reduces the design restrictions associated 
with the conventional manufacturing methods. This method allows the manufacturing of 
complex free-form geometries providing high mechanical properties with lower weight and 
superior functional characteristics. The essence of all AM processes is the generation of each 
layer by slicing the Computer Aided Design (CAD) data. The AM system utilizes the 
aforementioned data to create the end product layer-by-layer with suitable techniques 
according to the selected material. For metals, there are many modalities used in the industry 
and many more are still under development. The selection of the correct modality plays a 
critical role in achieving the desired characteristics of the final products [1, 2].  

Powder bed fusion systems, also as known as selective laser sintering (SLS), selective laser 
melting (SLM) or direct metal laser melting (DMLM), are the most widely researched AM 
modalities. In particular, DMLM has opened up new possibilities for creating various meta-
materials. These materials possess favorable properties regardless of the chemical contents, 
manufacturing methods used and enhancing post-processes applied. Therefore, such materials 
gained the attention of aerospace, personal protective equipment and transportation industries.   

In applications where the weight is critical, it is important to meet the durability 
requirements of the structure using minimum amount of material under operational loads. 
Components in such applications are, in general, subject to combined loading due to torsion, 
tension, and bending loadings. This requires that such design is carefully engineered in order 
to achieve material properties much better than that of the bulk material. To achieve this, 
cellular structures have long been used in many engineering applications because of their 
highly configurable mechanical properties together with light weights. A cellular structure is 
considered as the building block of the whole structure. Each of these units is called unit cells 
and the properties of each unit cell along with the stacking method define the mechanical 
properties of the whole structure [3].  

A type of cellular structures, lattices, is composed of network of trusses and beams varying 
in size and arrangement. A study on lattices can be conducted treating them as either a 
complex network of trusses, beams and connections by traditional means or as meta-materials 
[4]. As much as lattices have their advantages, manufacturing of such structures is costly 
using traditional methods. With the recent advances in additive manufacturing, lattices have 
started to gain significant consideration. A variety of different unit cell designs have been 
recently investigated to further understand their mechanical properties [5, 6]. 

Another great enhancement that AM brings in manufacturing of lattices is the capability of 
changing the unit cell design parameters relative to the loading conditions and structural 
requirements. Due to their tunable stiffness and different truss diameters, lattice structures are 
also proposed and proven to have supportive functionality in additive manufacturing [7]. 
Effect of design parameters of lattice structures on their mechanical properties should be well 
understood for their further utilization in the aforementioned industries. The current state of 
the art in unit cell design is yet to reach its limit for efficiency. By numerical proofs, 
computational models and bio-mimics, there is a huge potential for inventing and 
implementing novel advanced unit cell designs.  
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Among the promising unit cell designs, periodic structure model of minimal surfaces have 
captured researcher’s attention. Mathematical advances especially in group theories are 
essentially significant for explaining and analytically modeling the repetitive occurrences 
observed in nature. One of the well-known periodic surface models is triply periodic minimal 
surface (TPMS). There are many surfaces belonging to the TPMS family in the literature. 
Such surfaces include Schwarz crossed layers of parallels (CLP), Diamond, Neovius, Schoen 
I graph and wrapped package-graph (IWP) and Fischer-Koch S models. These TPMS were                                 
characterized using different methods in the previous studies [8-10]. Utilizing additive 
manufacturing, TPMS models can now be manufactured in addition to their computational 
analysis.  

As the studies on lattice structures have shifted towards surface models that can provide 
better properties than truss lattices, many reported using additive manufacturing for printing 
TPMS models and testing [11, 12]. Being a member of the large TPMS family, double gyroid 
(DG), which is a subtype of gyroid form, has shown to express high stiffness and low Von 
Misses stress compared to many other surfaces in the literature [13]. Same study also revealed 
that double gyroid structures also possess similar stiffness in both axes, which can be utilized 
in applications where direction of the stress is unknown. Another research suggests that DG 
lattices are a promising candidate for usage in lightweight energy absorbing applications [14]. 
In another study, vibration characteristics of TPMS based geometries including gyroid form 
were analyzed and effect of wall thickness was investigated computationally [15]. 

In the aforementioned studies from the literature, the mechanical characteristics of various 
type of TMPS forms were investigated in terms of compressive and energy absorption 
behaviors experimentally and numerically. In this paper, it is aimed to reveal dynamic 
characteristics of a novel double gyroid sandwich structure with three different unit cell sizes. 
Unlike finite element modelling approaches using 3D elements in the literature, in this study, 
a computationally efficient simulation methodology via representative models is proposed for 
double gyroid structure. For that purpose, small scales of gyroid samples with different unit 
cell sizes at same volume ratio are subjected to compression test in order to identify elastic 
material properties. Thereafter, calculated young modulus values are assigned to sandwiched 
gyroid structures in which gyroid unit cells are not modelled explicitly but as solid geometry. 
Finally, numerical studies are validated by experimentally for one additively manufactured 
gyroid sandwich structure using modal testing equipment.   

The paper is organized as follows. First, we extract the elastic constants of the gyroid 
lattice by performing compressive tests for various unit cell sizes. Next, a static analysis 
performed for a cube, which directly represents gyroid test samples, in order to find correct 
young moduli. Verified young modulus is used to finite element modelling of a sandwiched 
gyroid structures. The dynamic response of considered geometry is then investigated in terms 
of natural frequencies and mode shapes. 

 

2 EXPERIMENTAL METHODS  

2.1 Design and Manufacturing of the Gyroid Cellular Structure for Compression Test 
Computer-Aided Design (CAD) files can be designed using different approaches. For the 

aforementioned periodic cellular structures, instead of direct CAD modelling, unit cells are 
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modelled by using a mathematical formula given in Eq. (1) as:  

(cos(
2𝜋𝜋
𝛼𝛼 x)sin(

2𝜋𝜋
𝛼𝛼 y)+cos(

2𝜋𝜋
𝑎𝑎 y)sin(

2𝜋𝜋
𝑎𝑎 z)+cos(

2𝜋𝜋
𝑎𝑎 z)sin(

2𝜋𝜋
𝑎𝑎 x))

2

=  t2 (1) 

where α is unit cell size and t is the thickness of DG’s model. 
The function is utilized for generating surface of DG structures in MATLAB platform. 

This approach enables the generation of continuous modelling of specimens in a 
computationally efficient way for the subsequent operations performed in Unigraphics (UG) 
12. Once the surface representation is completed in MATLAB as shown Figure 1, geometry is 
exported in facet body format. Wall thickness of complex DG unit cells is then assigned in 
UG using solid modeling options. In this study, we used three different unit cell sizes of 6, 8, 
12 mm to create 24x24x24 mm test samples at same volume ratio for compression tests. 
Theoretical properties of three test specimens are given in Table 1. 

 
Figure 1: Surface representation in Matlab. 

Table 1: Theoretical properties of the specimen 

Unit cell size 
(mm) 

thickness 
(mm) 

Volume 
(mm3) 

Cell 
count 

Volume 
fraction 

Surface area 
(mm2) 

6 0.4 2829 96 0.20 14648 
8 0.533 2830 27 0.20 10496 

12 0.8 2830 8 0.20 7596 
      

The finalized geometry files should be sliced prior to the printing process. Selected 
software generates the path that the laser will scan through during the process. Hence, sliced 
file mainly contains the laser scan path for each layer and layer thickness. In this study, 
specimens are additively manufactured in Concept Laser M2 Cusing, which is a direct metal 
laser melting machine containing 2 x 400 W fiber laser systems. Among the additive 
manufacturing modalities and hardware available, powder bed fusion is the most advanced 
technology. Ability to manufacture small part features with high precision, resulting solid 
material integrity and reduced lead times make this modality very convenient for 
manufacturing micro, mezzo and macro scale lattice structures. Considering the advantages of 
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manufacturing specimens of interest as well as the powder and machine availability, direct 
metal laser melting system is used in the study.  

Material selection is another crucial factor, which plays an important role for additive 
manufacturing process and directly determines the mechanical characteristics of specimens. 
The DG test samples are fabricated with HS188 powder with spherical morphology is used. 
HS188 is widely preferred as supper-alloy due to its high oxidation resistance up to 1095°C 
and creep strength. This property enables the structure to be utilized as part of gas turbine 
engines operating at elevated temperatures. Main disadvantage of high temperature super 
alloys is related to their weight. Therefore, utilizing the high strength to weight ratio of 
structural lattices with a high temperature super alloy shows considerable amount of potential 
especially for lightweight and performance requiring high temperature applications. Essential 
material properties of HS188 are illustrated in Table 2. However, in AM perspective, 
specialized HS188 powder for powder bed additive manufacturing systems are not wide-
spread and parameter sets for processing this material is found not to be commercially 
available. Acceptable powder size distribution of the Concept Laser M2 is recommended to 
be in the interval of 10-70 µm. 

Table 2: Material properties of HS188 [16] 

Density 
(g/cm3) 

Poison’s Ratio 
(-) 

Young’s Modulus (GPa) 

8.98 0.3 232 
 

Three DG specimens including 6, 8, and 12 mm unit cell sizes are manufactured as 
24x24x24 mm cubes at same volume ratio. Fabricated test samples are illustrated in Figure 2. 
After completion of manufacturing process, specimens are welded to a steel plate and the 
entire process chamber is completely filled with powder. This powder is required to be 
evacuated from the chamber and the parts must be cleaned of powder residues. Once cleaning 
phase is done, samples are ready for compression test in order to identify elastic material 
properties. 

 

  
Figure 2: HS188 DG samples from left to right with 12, 8 and 6 mm unitcell sizes respectively 
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2.3  Compression Tests and Results 
Lattice structures have recently been extensively studied to understand their mechanical 

properties under certain loading conditions. Aforementioned design parameters of lattices 
such as unit cell types and geometrical aspects are found to have significant effect on the 
failure mechanisms of lattices. Fundamental mechanical properties for critical design 
solutions such as yield stress, ultimate stress and energy absorption prior to densification and 
elasticity modulus of lattice structures are required to be documented for design assessments. 
To characterize the mechanical properties of double gyroid structure to research its potential 
in aforementioned application areas, the compression characteristics is of great consideration. 
The rate of compression in the compression testing is set to 1 mm per minute since it is the 
lowest strain rate available. Each specimen is placed on the compression fixture in the build 
direction in order to avoid the effect of anisotropy.  

Representative force-displacement and stress-strain curves from compressive testing of 
three different DG lattices at same volume ratio presented in Figure 3. Each stress-strain curve 
exhibits four distinct regions: linear region, beginning of non-linear regime which reaches to 
maximum stress point, then plateau phase and finally pure densification regime. However, it 
is aimed to investigate linear response of DG structure as part of the proposed methodology 
enabling computational efficient modeling of large scale cellular structures. Stress-strain and 
force-displacement graphs cover linear region and early non-linear region results. 

 
Figure 3: Compression test results for each unit cell 

The elastic modulus extracted from the linear elastic regions, where the slope of linear 
curve represents the elastic modulus, for all three different gyroid specimens with different 
unit sizes are given in Table 3. These results show that average elastic moduli of individual 
unit cells are quite similar. These mechanical properties are utilized to validate numeric 
methods and to simplify complex gyroid structure to bulk geometry. 
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Table 3: Yield stress and elastic modulus for each unit cell size specimen 

Unit cell size 
(mm) 

Yield stress 
(MPa) 

Elastic modulus 
(GPa) 

6 67.3 2.7 
8 60.1 2.8 
12 51.4 2.5 

 

3 FINITE ELEMENT METHOD AND MODAL TESTING  

It is common in literature to model the gyroid lattice structures explicitly as hexagonal 
solid finite elements or ten-node tetrahedral elements. In addition, it is observed that the 
previous studies are limited to relatively small unit cells in order to avoid high CPU times [17, 
18]. Our objective, in this study, is to investigate the dynamic performance of a 192x192x25.6 
mm sandwiched gyroid structures using finite element method. Therefore, it is not appropriate 
to model gyroid unit cells explicitly using hexagonal or tetrahedral elements due to geometric 
complexity of the structure and the computational efficiency. Therefore, an alternative 
approach is proposed in this paper, which makes use of the experimental data. The details of 
the proposed methodology are explained in this section.   

3.1 Modal Analysis of Sandwiched Gyroid Structure 
Undamped natural frequencies and mode shapes depend on the overall system stiffness and 

mass. Hence the accurate estimation of elastic modulus and overall mass of the structure is 
critical for the accuracy of the modal analysis. Elastic moduli of test samples with different 
unit cell sizes were determined from compression test as explained in Section 2.3. These 
mechanical properties are used to analyze a novel structure consisting of 64 unit cells 
sandwiched between two plates. This structure, shown in Figure 4, is additively fabricated. 
The properties of the specimen are given in Table 4. 

 
Figure 4: Sandwiched gyroid structure of 192x192x25.6 mm 
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Table 4:  Properties of different test specimens 

Unit cell size 
(mm) 

Thickness 
(mm) 

Volume 
(mm3) 

Cell 
count 

Volume 
fraction 

6 0.4 181120 6144 0.20 
8 0.533 181120 1728 0.20 

12 0.8 181120 512 0.20 
 
The proposed methodology for modelling complex gyroid structure for an efficient FE 

analysis is presented in Figure 5. The first step is to determine the elastic modulus of the test 
specimen from stress-strain curves obtained from compression test. These curves do not refer 
local stress and strain on the gyroid walls, but capture stress and strain characteristics of entire 
structure, derived by dividing the applied force by the specimen area of 576 mm2. The elastic 
modulus of gyroid test specimens, given in Table 3, is simply calculated from Eq. 2 as: 

Egyroid = 
F x L
Ac  x d   (2) 

where, Egyroid is the elastic modulus of test samples extracted from stress-strain curve, Ac is 
cross-sectional area of gyroid domain (576 mm2 for our case), F is the from the magnitude of 
the force applied during compression test, L is the height of gyroid and d is the displacement 
of the top surface in the loading direction. 

Once elastic modulus is determined, a preliminary FE analysis is performed on a 24x24x24 
mm solid cube as part of the complex gyroid topology. For this purpose elastic modulus 
value, Egyroid, from Step 1 is assigned to the finite element model of representative cube and 
an iterative static analysis is performed. During the static analysis, the loadings are applied to 
the FE model replicating the compression test slope from compression test. Once 
experimental and representative models exhibit same mechanical characteristic, tuned elastic 
modulus is set as, Ecube, which is considered as the equivalent elastic modulus of cube. 

In Eq. 2 projection area of gyroid structure is used in accordance with common practice of 
cellular structure. However, the effective cross-sectional area of gyroid structure is not equal 
to full projection area and it depends on design parameters of gyroid such as unit cell size and 
wall thickness. Additionally, cross-sectional area of gyroid slightly varies along the height of 
gyroid structure and therefore determination of this quantity is more difficult. On the other 
hand, it is known that volume ratio (VR) directly depends on the cross-sectional area of 
gyroid structure. Therefore, in this study, we assumed that effective elastic modulus of gyroid 
form, Eeff, can be expressed as in Eq. 3:  

𝐸𝐸eff = Ecube/VR (3) 

The elastic modulus from Eq. 3 can be used as the material properties of the complex 
geometry. In this study, we fabricated only one sandwiched gyroid structure with 12 mm unit 
cell size additively for experimental validation. 

Gyroid sandwich structure is modelled using 8-noded hexagonal elements. The 
experimentally calculated elastic modulus is assigned to gyroid portion of the structure. The 
two plates have thickness of 0.8 mm. Conventional HS188 material properties from Table 2 
are used as part of the material model of the plates. FE model of novel sandwich structure is 
shown in Figure 6. We performed a modal analysis in free-free condition up to 5000 Hz and 
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compared the modes and mode shapes from modal testing. For this purpose, we used 
Dewesoft hardware/software in modal testing. 

 

 
Figure 5: Methodology schematic  

 

 
Figure 6: FE model of sandwiched gyroid structure 
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3.1 FE Analysis and Modal Testing Results 
Comparison of natural frequencies and mode shapes of gyroid structure for the 

aforementioned 12 mm unit cells from modal analysis and modal testing are presented in 
Figure 7. The results indicate a high level correlation between modal analysis and testing. 
More specifically the relative error on the first 4 modes between modal analysis and testing 
are 3%, 6%, 4% and 1%, respectively. Also, the computational study is repeated for 6 and 8 
mm unit cell sizes using Elastic Modulus from Table 3.  The simulations yield the same 
natural frequencies as in Figure 7. The results from this study show that the modes are 
directly dependent on elastic modulus. It can also be concluded that the natural frequencies do 
not change with respect to the size of the unit cell.  

  
Finite Element Analysis Results Test Results 

 
 Mode 1: 1832 Hz 

 
Mode 1: 1888 Hz 

  
Mode 2: 2787 Hz 

 
Mode 2: 2638 Hz 

    
Mode 3: 3348 Hz 

 
Mode 3: 3219 Hz 

  
Mode 4: 4287 Hz 

 
Mode 4: 4310 Hz 

Figure 7: Comparison of modal analysis and modal testing results 
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Table 5:  Properties of different test specimens 

Unit Cell Size 
(mm) 

Method Mode 1 
(Hz) 

Mode 2 
(Hz) 

Mode 3 
(Hz) 

Mode 4 
(Hz) 

6 Simulation 1855 2820 3393 4358 
8 Simulation 1866 2835 3415 4389 
 

12 
Simulation 1832 2787 3348 4287 
Experiment 1888 2638 3219 4310 

 Relative Error  56 (%3) 149 (%6) 129 (%4) 23 (%1) 

 

4 CONCLUSIONS  
An efficient finite element modeling approach is presented in this paper as an alternative to 

the conventional solid mesh models of gyroid lattice structures. The proposed methodology 
makes use of the Young's Modulus of the unit cell test specimen, which is determined from 
compression test. A subsequent static analysis with the Young Modulus from the compression 
test is performed to derive the equivalent Young Modulus of the full gyroid structure. The 
proposed methodology is demonstrated on a gyroid structure with dimension of 192x192x2 
5.6mm. The results from modal analysis and modal testing show that the proposed 
methodology can predict the first 4 modes of the structure with a maximum relative error of 
6%. The results indicate that the proposed methodology has a potential to develop 
computational efficient yet accurate models of predicting the dynamic characteristics of 
gyroid structures. Authors acknowledge the assessment of the correlation of the proposed 
methodology for forced response of gyroid structures as a future work. 
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Abstract. Additive Manufacturing (AM) allows unprecedented design freedom, which can be

explored by the Topology Optimization (TO) algorithm. Their interplay allows a new engineer-

ing cycle with the potential to design and manufacture disruptive concepts. Thus, a systematic

methodology for designing AM parts is presented, being the main goal of this study. The

methodology is subdivided into several phases, each phase contains several tasks. Moreover,

the data flow between phases is considered and solutions are provided. Finally, the methodol-

ogy is applied to a space case study and preliminary results of the AM engineering cycle (TO,

part design and structural analysis) are depicted.

1 INTRODUCTION

“Additive Manufacturing (AM) is a process of joining bulk raw materials to make parts from

3D model data, usually layer upon layer, as opposed to subtractive manufacturing and formative

methodologies. It is an inherent part of the parts development or production process. It is used

to manufacture prototypes and production parts” [1]. Moreover, this process provides great geo-

metrical freedom and the tools to explore the referred freedom are needed. The search-optimal

material layout can be performed by Topology Optimization (TO) and its interplay with AM

has proven to be advantageous [2]. In the space industry, there are successful examples, where

the interplay of TO and AM allow the reduction of the number of parts, assembling operations,

mass and, therefore, cost (e.g. [3, 4]). Beyond that, the new technology opens a new dimension

of design solutions by overcoming the restrictions of conventional manufacturing processes.

The adopted engineering cycle consists in topology optimization (e.g. MSC Nastran R� tool for

an initial design), manual CAD1 construction (e.g. CATIA V5 R�), structural analysis and pro-

duction (process preparation and manufacturing). However, manual CAD reconstruction is

ineffective. In the one hand, TO commonly produces complex geometries that are labour in-

tensive to reproduce in CAD software. On the other hand, the TO design can be simplified in

1Computer Aided Design
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order to allow a rapid CAD model construction with a performance cost. Thus, in this work,

the presented methodology proposes an alternative methodology to the manual CAD model

construction, which allows for a quicker engineering cycle. Moreover, this paper proposes a

systematic methodology of a complete engineering cycle for space AM part. Furthermore,

a space case study is presented, where the topology optimization, part design and structural

analysis are presented and discussed. Finally, the main goal of this article is the methodology

systematization for designing AM parts. Therefore, this work can provide valuable guidance

for new engineers working in this field.

2 Methodologies

The complete engineering cycle of AM structures involves numerous steps. Figure 1 depicts

the whole process of designing structures within framework subsystems structures of the space

industry. For the sake of clarity, the process is illustrated as a linear flow, but iterative work

between steps is expected to originate a non-linear flow.

2.1 Topology optimization

Topology optimization is a type of structural optimization that seeks the optimum material

layout [5]. Within the scope of this work, solver 200 from MSC Software [6] was used to

perform the Topology Optimization (TO) analysis, considering compliance minimization with

a volume constraint. The referred solver uses the well known Solid Isotropic Material with

Penalization (SIMP) method and the process starts with initial domain definition [6, 7]. Within

the scope of this work, the domain is meshed using isoparametric HEX8 elements. The mesher is

available on a Patran utility named Regular Cube Mesher 2. After application of the boundary

conditions, objective, constraint and design/non-design domains definition, the optimization

cycle can start. After convergence, the resultant material distribution would ideally be a binary

distribution (void or solid material) across the design domain. However, the SIMP model uses

a continuous function and some intermediate densities may remain after convergence. These

intermediate densities have to become either void (zero) or solid (one) and, thus, the user has to

define the threshold. At the end, all solid elements become the optimized topology. Using the

referred topology, the skin elements are extracted using the utility named Skin Solid Elements.

Then, the resultant QUAD elements are broken into TRIA elements and the surface STL mesh is

exported using the export STL utility.

2.2 Smoothing and Part Edition

The smoothing operation can be done within Patran R© with limited options. Within the scope of

this work, the Netfabb R© from Autodesk R© is used to perform all the smoothing, remeshing and

repair operations. The translation between the surface STL mesh to a volume TET mesh is not

possible in Netfabb neither in Patran. The free software named GMSH [8], is used to make the

referred translation, being a straightforward procedure2. A Nastran input file is a GMSH output,

which can be imported in Patran.

2GMSH list of instructions: File>Merge>*.STL; Geometry>Add>Volume; Mesh>3D; File>Export>*.bdf

2
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Figure 1: Engineering cycle of AM structures for the space industry.

2.3 Structural Analysis

In the space industry, the structural analysis involves at least static loads, minimum stiffness

and sinusoidal/random vibration loads. Due to the typical slenderness of the designs, buckling

verification is also performed. The static loads are analysed with MSC Nastran solver 101

using inertial loads [9]. The minimum stiffness requirement is verified using the MSC Nastran

3
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solver 103 (normal modes analysis) [10], where the first eigenvalue should be above a defined

limit. The sinusoidal vibration analysis is verified using the MSC Nastran modal solver 111

(Lanczos solver: frequency response) [10], considering modal damping. The random vibration

is a two-step analysis. First, the frequency response analysis is performed for sinusoidal loading

conditions at a sequence of frequencies. Typically, these loads are chosen to be unit loads. Thus,

the output response works as a transfer function. The second step uses the referred function in

order to compute the amplified random response. A quality factor of 400, a 3σ analysis and

a log-log integration are considered. Additionally, the load levels are quantified in terms of

Power Spectral Densities (G2/Hz) [10]. Finally, the buckling verification is performed with

MSC Nastran solver 105 using equivalent inertial loads derived the most severe load case [9].

2.4 Process Preparation and Simulation

The process preparation can be performed with some software such as Netfabb R©. The first step is

the optimization of the build direction, where several orientations are considered and classified

in terms of different criteria (e.g. ratio between area and volume of support structures and/or

height and volume of the build). The second step is the support structures generation, which

can be generated by different available algorithms. Finally, the simulation of the build layer

by layer can be also simulated in order to predict residual stress, distortions and some defects

such as support structures failure or recoater interference or hot/cold spots. For instance, the

Simulation Utility for Netfabb can be allegedly used to make such predictions [11]. Moreover,

the software also performs the stress relief (viscoplastic analysis) and part response to the cut-

off from the base. This integrated procedure allows the prediction of the part total distortion

and excessive distortion on the part may lead to failure of dimensional tolerances. Thus, the

process simulation can be used to apply a negative distortion on the part in order to minimize

distortions and overbuild.

2.5 Manufacturing

The manufacturing stage shall start with the slicing operation of the prepared part and the G-

Code generation, which can be performed in Netfabb, for example. After construction, the

part shall be stress relieved, in order to decrease residual stress. Then, the part can be cut off

from the baseplate and the cleaning/smoothing process (e.g. sandblasting) can be performed.

The interfaces with tight tolerances are typically machined. Regarding quality control, the non-

destructive inspection campaign can take advantage of methods such as computed tomography,

eddy current testing, infrared thermography, neutron diffraction and ultrasonic testing [12].

Finally, the testing campaign involves static, sinusoidal and random testing, where the structure

shall survive without deterioration. The deterioration detection can be performed with a low-

intensity sinusoidal vibration sweep before and after each vibration test. If the response curve

of the low-intensity sine sweeps (before and after each vibration test) are identical, no major

structural deterioration will occur. The success criteria can be defined by a maximum shift of

5% and 20% for frequency and amplitude, respectively [13].

4
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3 Case Study

The structure responsible for supporting the lens for a space instrument is analysed, named as

Large Lens Mount (LLM). Titanium alloy (TI6Al4V) shall be its manufacturing material and

I/F to its supporting structure is composed of six bolted connections. This use case was derived

from a use case of OHB Sytems at Oberpfaffenhofen.

3.1 Topology Optimization and Smoothing

The design domain was discretised with linear isoparametric HEX8 elements and the transition

between the solid elements and the bolted connection centre point is modelled with rigid con-

nection (RBE2). The connection between the lens (reduced to a point element) and the solid

elements are modelled with RBE3, where the master nodes of volume mesh connects to a slave

node on the len’s CoG location (see Sub-figure 2(a)). The RBE2 element was not used, because

it adds stiffness to the model. In fact, the interface region of the lens would become rigid and

the TO algorithm would take advantage of the referred fact, leaving the interface poorly rein-

forced or the user would add to include it in the non-design domain (defeating the propose of

the TO algorithm). Regarding loading conditions, the acceleration levels were replaced by an

equivalent force on the len’s node. Finally, the TO was performed and its objective function

consists in the compliance minimization of the LLM structure, when loaded in directions X, Y

and Z (weighted sum of three static load cases).

Sub-figures 2(b), 2(d), 2(f) and 2(h) describe the TO results for the volume constraints of

40%, 20%, 10% and 5%, respectively. Sub-figures 2(c), 2(e), 2(g) and 2(i) show the resultant

smooth surface mesh after smoothing in Netfabb. Preliminary analysis on the designs of Sub-

figures 2(c) and 2(e) revealed a design overestimation for the considered loading conditions.

On the other hand, a visual inspection of the design of the Sub-figure 2(i) indicates high level

of risk from the manufacturing point of view. For instance, the removal of referred support

structures could lead to fracture of the thin members of the referred part. Therefore, the design

of the Sub-figure 2(g) was selected and it weights 0.628 kg, which is compliant with the mass

requirement. In order to facilitate the previous assessment, the model of the Sub-figures 2(g)

and 2(i) were prototyped in PLA for part visualization proposes only. The Figure 3 illustrates

the referred prototypes.

3.2 Structural Analysis

The design domain, Sub-figure 2(g), was discretised with isoparametric TET10 quadratic ele-

ments [9] and the transition between the solid elements and the bolted connection center point

is modelled with a rigid connection (RBE2). The connection between the lens and the volume

mesh is modelled as RBE2 and the lens is modelled as a lumped mass (see Sub-figure 4(a)).

In contrast with the TO analysis, the structural analysis uses RBE2, since the lens adds some

stiffness and the main goal is a correct distribution of stress maps.

Table 1 lists the first ten eigenvalues of the LLM with its modal effective mass fraction

for the translation (TX, TY, TZ) and rotational (RX, RY, RZ) degrees of freedom. . Within the

scope of this work, only the first three modes are in excitation range and, thus, only these are

5
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considered in analysis of the LLM. It should be noted the relevant level of coupling between

the first three modes, meaning that an excitation in a given axis is likely to activate all modes in

excitation range. The sine vibration excitation range (up to 100 Hz with 47 G in plane and 36 G

out of plane) are far from the first eigenvalue (1461.9 Hz) and, thus, the sinusoidal vibrational

analysis should be approximated to a static analysis since no relevant dynamic amplification

is foreseen. The random vibration is likely to activate the first three modes and, thus, their

dynamic amplification should be estimated. The direct responses for the X, Y and Z directions

are shown in Sub-figures 5(a) and 5(b), considering the lens node as the monitoring point and

quality factor of 400. As expected, all three modes appear in the excitation directions and their

magnitude is directly related to their modal effective mass fraction.

(a)

(b) (c)

(d) (e)

(f) (g)

(h) (i)

Figure 2: Discretisation of design domain in Sub-figure (a). Sub-figures (b), (d), (f) and (h) are topology optimi-

sation results for 40%, 20%, 10% and 5% of volume fractions, respectively. Sub-figures (c), (e), (g) and (i) depicts

the smooth surface meshes of the respective volume fractions.
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(a) (b) (c) (d)

Figure 3: The LLM physical model printed in a dummy material (PLA). Sub-figures (a) and (b) are the design

resultant from 5% of volume constraint, while Sub-figures (c) and (d) are the design resultant from 10% of volume

constraint.

Table 1: List of the first ten eigenvalues of the LLM with its modal effective mass fraction for the translation.

Mode Frequency (Hz) TX TY TZ RX RY RZ

1 1461.9 0.134 0.762 0.034 0.036 0.038 0.615

2 1580.0 0.757 0.152 0.014 0.014 0.009 0.178

3 1913.3 0.039 0.018 0.731 0.640 0.650 0.045

4 3142.8 0.003 0.003 0.018 0.036 0.010 0.001

5 3303.0 0.008 0.005 0.000 0.000 0.013 0.013

6 3447.1 0.000 0.006 0.003 0.000 0.001 0.001

7 3920.5 0.003 0.000 0.006 0.016 0.008 0.000

8 4173.8 0.002 0.001 0.002 0.030 0.000 0.001

9 4401.5 0.000 0.000 0.003 0.001 0.001 0.059

10 4641.9 0.001 0.001 0.039 0.002 0.009 0.008

Sub-figures 4(b), 4(d) and 4(f) depicts modal shapes of the first three eigenvalues values of

the LLM. While, Sub-figures 4(c), 4(e) and 4(g) describe the static stress levels (von Mises)

from the sinusoidal vibration loads and Sub-figures 4(h), 4(j) and 4(l) depict the Root Mean

Square (RMS) of the stress levels (von Mises) from the random vibration loads. Due to the slen-

derness of the structure, buckling analysis are also presented and its inputs loads were derived

from random vibration analysis. Each load case of the random vibration analysis originates

a buckling load case, where the indirect and direct responses are used to compute equivalent

quasi-static accelerations. The buckling stability factor is presented in Sub-figures 4(i), 4(k)

and 4(m).

The minimum stiffness requirement is reached with the first eigenvalue at 1461.9 Hz when

compared with 400 Hz requirement. The geometrical stability (buckling) has a relevant positive

margin. The stability factor (MSC Nastran result output) should be superior to one, otherwise,

the solver is predicting failure. The current design of LLM has a stability factor of 2560.9 (3).

Regarding strength margins, the yield stress of the Ti6Al4V should be at least 825 MPa [14]

and the maximum stress levels expected from the analysis is 40 MPa, leaving the margin for fur-

ther optimization (in theory). However, due to manufacturing risk, the compliance minimization

with a lower volume fraction constraint (see Sub-figure 2(i)) is not used.

3If the factor was dangerously closer to one, a knock-down factor analysis needed to be performed due to

analysis uncertainty.
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(a)

(b) (c)

(d) (e)

(f) (g)

(h) (i)

(j) (k)

(l) (m)

Figure 4: (a) FE modal analysis of the optimized LLM. Sub-figures (b), (d) and (f) are the modal shapes of first

three eigenvalues. (c), (e) and (g) are the static von Mises stress maps when loaded in direction X, Y and Z,

respectively. Sub-figures (h), (j) and (l) are the von Mises RMS values of the random vibration when exited in X,

Y and Z directions, respectively. Sub-figures (i), (k) and (m) are the first buckling mode when loaded in directions

X, Y and Z, respectively. All stress maps are in Pa.
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Figure 5: Random vibration responses. Sub-figures (a) and (b) are the in plane response and out of plane response,

respectively.

4 Concluding remarks

A systematic methodology for designing AM parts is conceptually presented in a step-by-step

manner. Issues of communication between different softwares were considered and a solu-

tion was provided. Finally, the presented methodology is applied to a case study and some

encouraging preliminary results of the topology optimization, part design (smoothing and part

edition) and structural analysis stages are shown. The resultant design, compliant with the mass

constraint, shows good behaviour in terms of stress and stiffness considering structural require-

ments only.

5 Future Work

In the short term, the engineering cycle of the LLM needs to be concluded. At this point, the

engineering cycle of LLM considered structural requirements only. However, the work environ-

ment of an optomechanical part requires additional load cases and requirements. For instance,

mechanical loading due to I/F tolerances and thermo-elastic loading due to the mismatch of

thermal expansion coefficients. Finally, the process preparation and manufacturing campaign

stages need to be also concluded. Moreover, the presented methodology is still in development

and some key aspects are still missing. For instance, Ti6Al4V constitutive data (anisotropy,

porosity and strength data) is missing, which shall be obtained from the ongoing experimental

testing campaign. Additionally, fatigue testing campaign will be also performed in order to

evaluate the probability of failure during launch. Finally, AM manufacturing constraints need

to be added to the TO algorithm, namely the overhang constraints.
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and Freerk Syassen. Maturation of additive manufacturing for implementation into ariane

secondary structures: Overview and status of “alm iscar”. In 14th European Conference

on Spacecraft Structures, Materials And Environmental Testing.

[4] Gilles Pommatau, Florence Montredon, Antoine Carlino, Marion Salvi, Emmanuel Kot,

Florence Clement, and Stephane Abed. Engineering design cycle for an additive layer

manufactured secondary structure, from concept to final validation. In Thales Alenia Space

Comunication.

[5] Aremu A, Ashcroft I, Hague R, Wildman R, and Tuck C. Suitability of SIMP and BESO

Topology Optimization Algorithms for Additive Manufacture. Wolfson School of Mechan-

ical and Manufacuring Engineering, 2010.

[6] MSC Software. MSC Nastran 2017.1: Design Sensitivity and Optimization User Guide, .

[7] M. P. Bendsøe. Optimal shape design as a material distribution problem. Structural Opti-

mization, 1(4):193–202, dec 1989.

[8] C. Geuzaine and J.-F. Remacle. Gmsh: a three-dimensional finite element mesh genera-

tor with built-in pre- and post-processing facilities. International Journal for Numerical

Methods in Engineering, 79(11):1309–1331, 2009.

[9] MSC Software. MSC Nastran 2017.1: Linear Static Analysis User Guide, .

[10] MSC Software. MSC Nastran 2017.1: Dynamic Analysis User Guide, .

[11] Michael Gouge and Pan Michaleris, editors. Thermo-Mechanical Modeling of Additive

Manufacturing. Elsevier, 2018.

[12] ASTM International, West Conshohocken. ASTM WK47031: New Guide for Nonde-

structive Testing of Additive Manufactured Metal Parts Used in Aerospace Applications,

2014.

[13] ECSS E ST 10 03C. Space engineering: Testing, 2012.

[14] ASTM International, West Conshohocken. ASTM F3001-14, Standard Specification for

Additive Manufacturing Titanium-6 Aluminum-4 Vanadium ELI (Extra Low Interstitial)

with Powder Bed Fusion, 2014.

10

397



DUOADD: a software to detect and export damages of 3D scanned objectsM Perini and P Bosetti

II International Conference on Simulation for Additive Manufacturing - Sim-AM 2019
F. Auricchio, E. Rank, P. Steinmann, S. Kollmannsberger and S. Morganti (Eds)

DUOADD§: A SOFTWARE TO DETECT AND EXPORT DAMAGES OF
3D SCANNED OBJECTS

MATTEO PERINI∗, PAOLO BOSETTI†

University of Trento
Department of Industrial Engineering

∗ e-mail: matteo.perini@unitn.it
† e-mail: paolo.bosetti@unitn.it

web page: https://www.promfacility.eu/

Key words: Direct Laser Deposition, Object Repair, Octree, Hybrid Manufacturing

Abstract.
The recent appearance of hybrid CNC machines – which can both add and remove material

to an object – has facilitated a new type of approach to the problem of repairing damaged com-
ponents. Up to now, repair operations have been carried out manually and for this reason they
are errors prone, costly and time consuming. The use of precise and repeatable CNC machines
in this field is therefore very attractive for the sake of reliability and repeatability. One of the
biggest obstacles on the automation of the repairing process is that the CAM software requires
a solid CAD model to create the toolpaths needed to perform additive operations. The present
work proposes the use of octrees to detect the damaged spot starting from the 3D scan of the
damaged object. A software named DUOADD has been developed to convert these informa-
tions into a CAD model suitable to be used by the CAM software. The new workflow designed
to perform a complete repair operation is here described. DUOADD allows to approach the
repairing problem from a new point of view opening the doors to save both time and money.
The successful application of the entire process to repair a damaged die injection mold is also
here reported.

§ DUOADD = DUOADD Uses Octrees As Damage Detector

1 INTRODUCTION

Direct laser deposition (DLD)[1, 2, 3] is an additive manufacturing (AM) technique[4, 5]
that allows metal material to be deposed using a process similar to FDM (Fusion Deposition
Modeling) 3D printing. The main difference between the two is that the raw material is powder
rather than wire. The metal powder is sprayed by a nozzle with a flow of inert gas and is melted
by a laser beam. The powder ends up in a pool of molten material and becomes part of the
object, adding thickness to the working surface. By adding material layer by layer, it is possible
to create three-dimensional objects.

One of the very interesting aspects of this technology is that the printhead can be mounted on
various machines such as industrial robots or 5-axis CNC machines. This allows the deposition
of material even on free form surfaces and/or to create very complex objects. In the present

1

398



Matteo Perini, Paolo Bosetti

work the Authors used a hybrid manufacturing machine: the DMG MORI Lasertec 65 3D.
Hybrid manufacturing in this case means that the 5-axis CNC machine has the ability both to
add material and to remove it through a milling process.

The ability to add new material to an existing object and remove any excess material makes
this 3D printing technique particularly suitable for repairing damaged objects[6, 7, 8]. Nowa-
days it often happens that critical components are replaced in their entirety after suffering minor
damages that affect the part functionality. This results in a huge waste of material, energy and
money. Being able to refurbish these objects becomes very important both from an economic
point of view and from that of environmental sustainability[9]. Extending the life of objects be-
comes crucial if, as the European Commission has recently pointed out1, companies are invited
to develop production techniques that are increasingly geared towards reduced environmental
impact and the circular economy. Until now, the repair of mechanical components is carried
out manually by highly skilled workers through welding and finishing operations. This makes
repair operations very expensive and prone to errors due to the non-repeatability of the process.

The idea of using the precise and repeatable DLD technology to repair and finish components
by milling is therefore very attractive[10, 11], with the added advantage of using only one
machines during the entire process. One of the main problems to face in using this technology
for repair damaged object is the difficulty in detecting the volume where the material needs to
be deposed. In fact, CAM software use three-dimensional solid models, not meshes, to create
the toolpaths that guide the CNC machine through additive operations. In this work the Authors
present a software and a procedure that allow the identification of the damage, its digitalization
and finally the creation of a digital model in a format that can be used by the CAM.

The process consists of 5 main steps:

1. 3D scanning of the damaged component;

2. alignment of the scan with the original solid model;

3. discretization via octree[12, 13] of both models;

4. boolean comparison between the two discretized objects

5. conversion of the damage representation into a solid model.

This paper will describe in detail these steps with particular emphasis on the software part.
Finally, the results obtained on a case study showing the effectiveness of the process developed
in the repair of real objects will be reported and discussed.

2 3D SCAN AND ALIGNMENT

The process of identifying a damage on a component requires a couple of three-dimensional
models, the first obtained by 3D scanning of the damaged object, and the second represent-
ing the theoretical solid model of the original geometry. To obtain the model of the damage,

1http://europa.eu/rapid/press-release IP-15-6203 en.htm
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Figure 1: Left: The original solid model. Right: The mesh of the 3D scan.

these two models must be compared by means of a Boolean operation, see Figure 1. When
boolean operations are performed by working with surfaces represented as triangulated meshes
– typically obtained by 3D scans – it is very easy to incur in broken geometries or a multi-
tude of micro-volumes that have no practical value[14]. For this reason, after several attempts
to directly compare two mesh models, it was decided to change approach and discretize both
geometries using octrees. This technique will be explained in detail in section 3.1.

There are various techniques that allow to digitize the geometry of the damaged component[15,
16] but for this work it was decided to use a structured light 3D scanner: the Metrascan 3D
CMM by Creaform. This scanner has a resolution of 0.03 mm and an overall accuracy of
0.12 mm. This precision is more than sufficient for repair operations as it is about an order
of magnitude smaller than the voxel resolution of the DLD machine.

One of the most advantages of this type of 3D scan is that the entire geometry of the object
can be reconstructed at once. In fact, the Metrascan is equipped with a scanning head that can be
manually moved and therefore allows to reconstruct the object from many points of view during
the same scanning session. The scanner software processes all the information received from
the cameras and returns a triangulated mesh. It also allows an adaptive sampling that increases
the number of triangles in detail-rich areas leaving less important areas – e.g. flat areas – with
fewer triangles. In this way it is possible to obtain a mesh with a good resolution while keeping
the number of triangles limited, with the consequence that it will decrease the computational
calculation of the following octree creation.

The second model – that represents the nominal geometry – is transformed from a solid
CAD model into a mesh by software. This allows one to have absolute control on the maximum
deviation error of the mesh from the theoretical model.

The resulting meshes should be checked to ensure that they are watertight and coherently

3
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oriented.
The next step consists in the alignment of the two models and their positioning in space

relative to a known coordinate system. While alignment is essential for the comparing operation
of the two models, positioning the models is optional but greatly facilitates dealing with the
models inside the CAM software.

The procedure that gave the best results places the theoretical model in a convenient position
for the identification of a local coordinate system. Subsequently, the 3D model obtained by
three-dimensional scanning of the damaged object is aligned with the theoretical model using
one of the following software: Creaform VX Elements2, Cloud Compare3 or Meshlab [17]4.

All the software mentioned use least square algorithms for minimizing alignment errors and
gave good results. These software have differences that could sometimes make the alignment
process easier. For example, VX Elements allows one to perform alignment by giving more
importance to some areas of the mesh than others – i.e. the undamaged areas. Consequently,
the choice of the alignment software often depends on the availability of software and on the
skill/knowledge of the operator.

The alignment operation results in two meshes that have the same position and orientation in
space, these can be used for the next operations.

3 DUOADD

At the time being, there are only few CAM software that can handle DLD processes in 5-
axis CNC machines and none of them can use meshes to define where the material has to be
added. It is therefore necessary to have a solid model of the volume to be created/added. The
purpose of DOUADD is precisely to convert the information from the 3D scan of the damaged
component into a model that can be easily used within the CAM. DMG MORI – the company
making the Lasertec 65 3D – uses Siemens NX CAD/CAM to prepare part programs for hybrid
processes. The process that DUOADD uses to arrive at the STEP [18] file representing the solid
damage model is divided into several steps:

1. octree-based discretization of both meshes, the one resulted by the 3D scan and the one
obtained from the original solid model;

2. complete the data structure filling the void space inside the shell of the octrees;

3. boolean comparison between the octrees by NOR operation;

4. filter the obtained results by removing isolated nodes;

5. conversion of the octree structure into a solid STEP/IGES model;

6. export of results.

4
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Figure 2: Left: The structure of the octree. Right: The leaves representing the mesh.

3.1 Octree-based discretization

This section describes in detail the process of discretization by octree of a mesh. The octree-
based data structure was chosen by the Authors because of its robustness and effectiveness. An
octree is a recursive tree-based structure that develops from an initial volume – called root – in
the shape of a cube, built around the mesh you want to discretize. Octrees have only a single
root which is divided into eight octants – called children – all identical to each other. During
the recursive discretization process each child that contains or intersects at least one triangle of
the mesh is again subdivided into 8 identical children. This process continues until the desired
spatial resolution is reached or when an octant – also called node – is completely empty. The
resolution can be controlled by setting the maximum number of iterations that corresponds to
a certain depth level. For example, starting from a root of 100mm side, after n = 10 iterations
the size of the edge of each leaf will be: L = 100/210 = 0.0976mm. It is evident that, thanks
to this power law, the level of disctretization is improving quickly with n. However, it is also
important to consider that the number of nodes increases exponentially in relation to the level of

depth. It can be shown that the theoretical maximum number of nodes is N =
n

∑
i=1

8n−1. Octrees

therefore allow to obtain a denser data structure only where necessary, leaving the rest of the
structure lighter. All nodes that are at the end of a branch – i.e. they have no children of their
own – are called leaves. The set of all the leaves belonging to the last level of the tree represent
the actual discretization of the mesh surface with the added value of including the description
of the bulk. Figure 2 shows the octree stucture on the left side and the set of leaves – obtained
with seven iterations – on the right.

The construction of the octree starts with the calculation of the center of the root and its
2https://www.creaform3d.com/
3http://www.danielgm.net/cc/
4http://www.meshlab.net/
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Figure 3: An example of higher resolution where is needed (left). The volume of the detected damage in green
(right).

dimensions. In order to obtain two comparable octrees, position and dimensions of both octrees
must match so that all the vertices of both meshes are taken into consideration.

Each vertex has coordinates – i.e. Xv,Yv,Zv – that will define its position in space. By
checking the coordinates of all vertices it is possible to detect the maximum and minimum
extension of the models along the three main axes (Xv,max,Xv,min,Yv,max,Yv,min,Zv,max,Zv,min).
The center of the root node is calculated as Rc = {Xv,max+Xv,min

2 ; Yv,max+Yv,min
2 ; Zv,max+Zvv,min

2 } while
the size of the root side will be: l = max{Xv,max −Xv,min;Yv,max −Yv,min;Zv,max −Zvmin}.

The construction of the octree proceeds with the division of the root node into 8 octants.
Each triangle of the mesh that intersects even partially the volume of a child node is assigned
to that node. In this way, each child node will have its own list of triangles which, at the next
iteration, will be distributed among the new children. Note that the same triangle may belong to
several octants of the same level. To check if a triangle belongs to an octant or not, it is sufficient
to check if at least one vertex of the triangle is inside the volume of the node. DUOADD also
checks if there are empty nodes and, in that case, they are not subdivided any further, thus
keeping the data structure light.

A recursive routine continues in the subdivision of the nodes until the maximum level of
recursion is reached. This level is defined by the user according to the sought resolution. This
function assigns to each node newly created its position, size and a name programmatically
created, according to the place occupied by the node in the octree data structure. In fact, one
of the advantages of using a rigorous tree structure like the octree is that the position within the
data structure is uniquely correlated to the geometric properties of the node itself – i.e. position
and size of the node.

One of the disadvantages of octrees is that the number of nodes increases exponentially as the
number of levels increases. To prevent the octree from reaching unmanageable size, a procedure
has been used that allows the level reached by the octree to be increased only in a certain area
– e.g. the damage area. This allows the resolution to be higher only where it is really needed.
Figure 3 shows a localized higher resolution that casts the focus of the analysis only on the
damaged area.

The nodes that are present in the last level of recursion and that contain triangles of the mesh
are marked as “object” and are the nodes that represent the triangulated surface.

6
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Figure 4: Empty structure (left and center). Filled octree (right).

3.2 Octree filling

The result of the previous phase is a complete octree where all the leaves completely inside
or outside of the mesh are not marked as “object” because they do not intersect any triangle. To
perform the Boolean operation between the two octrees, it is necessary to have the entire volume
inside the triangulated surface to be marked as “object”, leaving only the external nodes marked
“void”. The filling operation[19] is performed using a ray-triangle intersection algorithm[20].
This algorithm traces a ray from a point belonging to the root node to a point outside and counts
the number of intersections of this segment with the triangulated surface of the mesh. If the
number of intersections is odd it means that the starting point lays inside the mesh volume,
otherwise the point is external. The routine repeats this procedure for all nodes not already
marked as “object” using the center of the node itself as the starting point of the ray. Figure 4
shows the result of the filling operation. This filling operation could be computationally heavy
because for each node one has to theoretically look for the intersections with each triangle of the
mesh. To attenuate this problem a possible improvement is to point the ray along the vertical
axis so that it is possible to select a priori the set of triangles that might have intersections,
excluding all others from the analysis.

3.3 Boolean comparison

At this point the octree represents the actual volume enclosed by the mesh. The last problem
to be solved before comparing the 3D scan octree with the octree of the original solid model is
that the two data structures may be locally inconsistent due to the geometric differences of the
starting meshes. In order to compare the two structures a recursive procedure has been written
that, itererating simultaneously on both octrees, checks the presence of structure inconsistencies
– i.e. different number of leaves or depth reached by each branch of the octrees – and corrects
them creating two coherent structures.

Normally this operation does not involve a considerable weight increase of the octrees as the
two models usually differ from each other only in the volume of the damage.

7
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Once the two data structures have been made uniform, it is possible to carry out the com-
parison. This happens with another recursive routine that compares each node having the same
position in both octrees and saves the result of the comparison in a new octree that has exactly
the same data structure. During the comparison procedure only nodes that are not marked both
“inside” or both “outside” are marked as “damage” and kept in the new octree. It is therefore a
XOR boolean operation.

DUOADD performs this operation on both octrees at the same time, covering the entire
data structure only once. The result of this operation is an octree in which only the nodes that
actually represent the volume of the damage remain active.

A problem resulting from the boolean XOR operation is that, in addition to the volume of
damage, other disconnected nodes – unnecessary for the purpose of this work – are created. In
fact, in some cases even very small differences between the STL models lead to differences in
the octrees created. Disconnected and scattered knots are not useful for repair purpose and for
this reason must be removed. Duoadd implements some algorithms for filtering and deleting
those unnecessary nodes, discussed hereafter.

3.4 Filtering

Several methods of filtering the result have been implemented and tested but the two that
gave the best results are:

(a) filtering based on the number of neighbours of a node;

(b) filtering based on the connection with other nodes along the main directions – i.e. not
along the diagonals.

In both cases an algorithm has been written that finds the neighbours of a node[21] and con-
trols theirs position and quantity. This routine is performed on each node marked as “damage”
and, if it is not sufficiently connected with the other nodes, the node itself is deleted from the
resulting volume. The first algorithm erodes the component especially in conditions of very
scattered results. The second method is more conservative and in some cases does not remove
all disconnected components. On the other hand, however, the second method returns a geome-
try more representative of the real damage and for this reason is the one that is used by default.
The fact that few disconnected parts remain in the resulting octree does not represents a big
issue because in the next steps they can be easily removed.

3.5 Octree representation

The data structure of the octree must be translated into a solid model to be used by Siemens
NX. Each node is represented starting from its position inside the tree. Three different methods
for exporting the octree have been implemented. The first uses the Visualization Toolkit (VTK)
library[22] and outputs a set of cubes consisting of vertices, edges, faces and finally volumes.
This type of representation is very efficient and allows a quick inspection of the results. The
output obtained with this technique is not useful for the conversion of the octree into a solid
CAD model but is therefore only used for debugging purposes. The second and third methods

8
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Figure 5: In red the original solid model while the white model represents the damage (left). Simulation of the
additive operation (right).

use the OpenCascade (OCC) library[23] with which each node, representing the damage, is
transformed into a cube object. The set of all the generated cubes can now be exported as a
three-dimensional STEP [18] or IGES [24] model. The file thus obtained is the exact translation
of the octree into a CAD model. The resulting solid will be a set of cubes disconnected from
each other. These should be merged to use the total volume within the CAM software. To
do that, the user can merge all cubes into one or more solids directly via any CAM software.
However, it has been observed that this can take a long time if the number of cubes is high –
i.e. tens of thousands of individual cubes can take hours to join. One of the reasons why this
happens is that the union of many objects greatly increases the complexity of the resulting solid.
Tests have shown that the joining operation remains very rapid until the solids to be joined are
about one hundred. To overcome this problem, a routine has been written that combines 100
cubes at a time and puts the result in a new list of solids. The volumes resulting from the above
operation are then joined together and will form a single solid. This STEP (or IGES) model is
much lighter than the set of cubes of which it was composed in the beginning and is much more
manageable within CAD/CAM software. With this routine, the time required for the joining
operation has been drastically reduced.

4 CAM OPERATIONS AND MACHINING

The solid STEP file obtained in the previous step can be used in CAM to create the toolpaths
necessary for the deposition of the new material on the damaged component and, subsequently,
for finishing operations. The solid created by DUOADD is already located in space according
with the same coordinate system as the original solid model. This is very important because it
would be difficult to place a solid model without having precise references. Figure 5 shows the
CAD model of the damage automatically placed in the exact position into workspace and the
simulation of the additive operation. Thanks to DUOADD instead we can move both solids and
position them simultaneously in the workspace avoiding misalignments. As with the normal NX
workflow, the solid to be added to the component must be expanded to ensure that sufficient
material is brought in. Then it is possible to proceed with the creation of toolpaths for both
deposition and finishing operations.

The CAM-generated part program is then used by the hybrid CNC machine – i.e. the DMG
MORI Lasertec 65 3D – to add the missing material and remove the excess material. The
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Figure 6: The new material added to fill the damage (left). The worn area after the finishing operation (right).

DLD process can deposit material with a deposition rate of 10-25 g/min, which means that, in
a few minutes, the material required for filling the damage is deposited. Subsequent milling
operations return the component to its original shape, restoring its functionality. Figure 6 shows
the actual additive operation on the left, and the removal of the surplus material on the right.

5 CONCLUSIONS

In this work, the problem of repairing damaged objects has been addressed using an effec-
tive and innovative approach. The workflow designed and implemented within DUOADD has
proven to be repeatable and robust.

With just a few steps, DUOADD allows to detect the volume of the damage in a quick and
easy way. It returns the solid model of the damage ready to be used in the CAM software. The
speed of the software is strongly dependent on the level of resolution that the user wants to
obtain and on the number of triangles of which the meshes are composed, but usually the whole
process takes a few tens of seconds. Currently the only two possible alternatives to DUOADD
are to manually build the solid solid model to be used in CAM with a CAD software and then
use the DLD machine, or to manually add the material through welding, but these procedures
take much longer and are not repeatable.

Authors successfully use DUOADD to repair a die for injection molding but there are many
other applications that could benefit from the use of this software – e.g propeller/turbine blades
restoration or the refurbishment of artistic/historic artifacts.

Many improvements are expected in the near future such as the binary encoding of the octree
structure and the smoothing of the shape of the exported solid body.
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Abstract. Project work accompanying an undergraduate course on software engineering has 
been re-designed to provide early student expose to data analysis for process monitoring in 
additive manufacturing. For original data from a local research group active in selective laser 
melting (SLM) process development, i.e. for sensor measurements and control flags, a set of 
established mathematical and statistical routines were made conveniently available by 
developing scientific software tools. Standardized procedures for software engineering were 
taught and applied. Students experienced challenges and professional approaches involved in 
collaborative software development, implemented project management ideas and delivered a 
working software tool together with proper documentation. Gain in domain knowledge on 
process monitoring for additive manufacturing supported the activity as a motivating factor.

1 INTRODUCTION
The development of advanced physics-based simulations techniques and data-driven process 
monitoring tools is required to improve process control in additive manufacturing, in 
particular for 3D printing of metals, alloys and oxides.  For this purpose, a substantial number 
of qualified experts will be required both in industry and academic research groups. To allow 
prospective PhD students to quickly enter productive research, early training of students on 
mathematical techniques as well as familiarity with real experimental data is highly desirable. 
For this purpose, exposure to current research activities in additive manufacturing has been 
provided for undergraduate students (4th semester) by re-defining project work accompanying
a taught course on software engineering in the programme “Electrical Engineering and 
Information Technologies” at the University of Applied Sciences Aschaffenburg, Germany.
While the university already offers a well-established research group on experimental additive 
manufacturing techniques and process development led by Prof Ralf Hellmann [1], questions
related to simulation and process monitoring will gain additional relevance in the near future
[2,3]. Such approaches require competences in mathematical algorithm development as well 
as software implementation. Therefore, a specific concept addressing these needs has been 
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developed by combining elements of a mathematical seminar on statistical data analysis for 
additive manufacturing with project work required for software engineering. The programme 
is part of training on professional scientific and technical software development. 

2 GOALS 
The following objectives had been defined:

• Familiarity of students with the basic usage of mathematical concepts for process 
monitoring, e.g. descriptive statistics, sliding averages, Fourier transform and filtering, 
principle component analysis (PCA)

• Developing critical thinking for testing, assessment and integration of existing 
libraries containing mathematical routines

• Working with real data, including pre-processing steps and understanding the basic 
aspects of data acquisition during a selective laser melting (SLM) process

• Systematic approach towards software development based on: setting up software 
requirement specifications, choosing a suitable analysis model, defining software 
design specifications, implementing those following a project management plan and, 
finally, a clear documentation of all functionalities in a user guide. 

• Stimulating a collaborative team effort to develop and test a problem-specific software 
tool using an integrated development environment (IDE, e.g. MS Visual Studio or 
Eclipse) and source control manager (GIT archive provided).

• Producing a configurable software tool which allows for a straightforward and 
convenient visualization and first inspection of process data collected from a SLM 
process. 

3 SETUP

3.1 Educational environment
The course was organized as a lecture on models, methods and standards in Software 
Engineering (90 min per week) and an accompanying team project. The team project was 
supervised weekly for twelve weeks. Students were free to develop their own approaches 
within the set tasks. External resources had to be tested and cited before inclusion in the 
project. Python was used as programming language. A working software tool and a use case 
scenario had to be presented as part of an oral examination.
To illustrate project management techniques, intermediate deliverables had been defined as 
milestones of the project: A presentation of the software architecture and interfaces was 
expected four weeks after starting the project, a first working prototype of the software with 
reduced functionalities had to be presented after eight weeks. While full functioning was not 
expected, awareness for inconsistent definitions and outstanding contributions was raised.
Moreover, the need to contribute to the project continuously was stressed. Three working days 
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before the examination the final result had to be submitted by upload.

3.2 Data
Sensor and image data from real selective laser melting building processes performed on a 
DMG MORI Lasertech 30 printing machine was kindly provided by Prof Ralf Hellmann’s 
group. The data consisted of more than 70 data outputs which were collected continuously 
during previous building processes. Sensor measurements included, for instance, temperatures
taken at various points, oxygen concentration, Ar gas pressure and flow in the building 
chamber, some laser characteristics (laser power, backreflection, etc.) and powder properties.
A number of control and action variables, first of all the platform position and the powder 
level, as well as error flags were recorded. Thus, a high dimensional data set was available. 
Some data pre-processing was needed to ensure data consistency. 
Moreover, photographic images of the powder bed where taken each 50 µm. Images are 
greyscale, consist of 1280 x 960 pixels at 24 bit and picture the building chamber as well as 
the surrounding box. Their size is roughly 1 MB each. The resolution is suitable to detect the 
built objects and to observe macroscopic inhomogeneity in the powder distribution like stripes 
or holes. It is not sufficient for an inspection of finer details directly.
Data sets were taken from correctly terminated as well as from early abandoned building 
processes. In the later cases, problems in the powder preparation caused fatal outcomes.

3.3 Student teams 
Two student teams were formed consiting of five members each. Each team member was 
assigned responsibility for a particular mathematical routine, its software implementation, and 
a document describing some aspect of the software engineering process. Responsibility for the 
software architecture, the definition of interfaces and the final integration of subroutines as 
well as systematic testing was shared among all team members. 
While one student team (team A) focussed on the time series analysis of physical sensor data
(temperatures, etc.), the other team (team B) was involved in image processing. Two 
independent solutions have been developed and presented. 
One of the teams (team A) quickly started productive activities and a well-balanced 
collaborative working habit and continued until the software tool had been developed.
However, the other team (team B) struggled to organize itself already in the beginning.
Despite of regular supervisions, early student disengagement could not be avoided: Three 
students continued to form a hard working core of the team, one student cancelled his 
participation early, still trying to minimize damage to the team, while another student 
continuously reduced involvement and, despite ongoing encouragement, did not contribute to 
the project outcome. This required some late stage interventions to ensure that a working 
software tool with reduced functionalities could be presented by the remaining team members. 
Reasons for this outcome cannot be clearly specified. They are not primarily linked to the 
abilities of the students since all tasks were designed to work on various levels of engagement 
and ability. For instance, a graphic user interface (GUI) could be built in a very elementary 
form by essentially copying textbook examples or including specific features and advanced 
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design. Dropout was, in particular, not linked to the kind of -and the challenges of- the 
mathematical routine chosen.

4 RESULTS & OBSERVATIONS

4.1 Selective Laser Melting Process and Data Analysis Methods
Participating students got in contact with current research activities in the field of additive 
manufacturing. They learned about the basic aspects of the selective laser melting process and 
are able to link relevant sensor parameters to steps and particular features of the process. They
reviewed previous knowledge on signal processing, e.g. based on Fourier transforms, and 
extended their mathematical knowledge slightly beyond eigenvalue problems by making the 
principal component analysis available for the given data set. Working with real data 
generated at their home university and contributing at least a tiny step to research activities 
was for many a motivating experience.

4.2 Scientific software development
The main focus, however, was the development of a software tool for scientific purpose. As a 
result, two independent programmes were specifically designed for first inspection of data 
sets from a particular selective laser melting process performed by a research group. Simple 
time series analysis of historic data can be rather conveniently performed with the tool. Data 
visualization was performed wherever appropriate to support the growth of data and process
intuition.
Team A developed a user-friendly graphical user interface (GUI) suitable for a quick search 
for dominant correlations between various data traces. Team B suffered an unexpected
shortage of manpower and designed a command line control approach as a backup solution. 
Both teams developed concepts to make observations reproducible by logging configuration 
and input parameters and, partly, storing intermediate results. 
Documentation reached a satisfactory standard to allow future thesis students to use this tool 
for a first analysis of similar data and to add own contributions, e.g. additional mathematical 
routines, within the given framework. A bit of further software development would be needed 
to integrate both programmes into a joint tool.
Performance analytics was conducted by both groups as part of the final testing to benchmark 
the programme developed. It clearly shows room for further improvements.

4.3 Perspectives
The chosen approach motivates the development of new and specific educational programmes
at the intersection of mathematics, software engineering and process analytics. While 
traditional mathematical seminars constrain themselves to purely theoretical analysis, 
practical software engineering projects often approach problems based on advanced high-
level frameworks; those may completely disguise mathematical content. Scientific software 
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development requires the ability to combine both, using efficient numerical core routines 
while making slight adaptions to overall mathematical implementations where needed.
Further work could involve the combination of a seminar on higher machine learning 
techniques with a direct development of code aimed at addressing specific research tasks.
Natural candidates are tools for error detection or state prognostics.
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Abstract. In this study, Electron Beam Melting (EBM) is used to produce chiral auxetic lattices,
and the compression of chiral auxetic lattice is investigated experimentally and numerically in
the edgewise direction, where auxeticity can be experienced. Titanium Alloy (Ti6Al4V) metal-
lic powder is used in this study. To understand mechanical behaviour and to characterize EBM
printed parts, tensile tests are conducted. According to the tensile test results, a constitutive
equation is selected, calibrated and adopted to represent the behaviour of the material. Further-
more, a chiral unit cell is manufactured and tested with a compressive load profile to investigate
its displacement limit by applying large displacements without experiencing permanent defor-
mations, degradation or failures. The same scenarios explored in the experiments are then
analyzed by means of non-linear computational models using a commercial finite element code
to validate a numerical approach for optimal design and performance prediction.

1 INTRODUCTION

In aeronautics, aerospace, automotive and military applications, lightweight structures such
as sandwich structures have an important role considering crush resistance during impact and
blast situations. For crashworthy structures, different types of sandwich structures have been
proposed with different cores such as foams, lattices and trusses. The lattice cores have come
forward regarding crashworthiness, and one of the most promising lattice structures are auxetic
cellular solid structures [1]. Auxetic lattice structures are special structures experiencing neg-
ative Poisson’s ratio so that they behave differently from conventional materials which shrinks
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under a compressive load and expands under a tensile load. Amongst them chiral structures are
one of the prominent auxetic structures that show -1 Poisson’s ratio [2].

Chiral auxetic cellular solid was originally proposed by Prall and Lakes, and in their study -1
Poisson’s ratio was proved theoretically [2]. Chiral cellular solids show anisotropic behaviour
due to its asymmetric topology, and auxeticity emerges on the edgewise (in-plane) direction,
thus, studies in the literature can be divided into two groups which are edgewise and flatwise
(out-of-plane) studies. A certain number of edgewise studies were performed, and one of these
studies includes a numerical model using dynamic shape functions to describe dynamic be-
haviour over a wide frequency range. A validation study was conducted to propose chiral
network concept for aerodynamic applications by Spadoni et al. [3]. Chiral structures show
auxeticy under small deformation however, when they are subjected to large elastoplastic defor-
mation, they lose their auxeticity. Zhu et al. [4] used wavy ligaments to increase two mechanical
properties, and as a result, the new structure showed higher energy absorption capacity. Addi-
tionally, chiral solid cellulars are proposed as a filling material for morphing structures due to
their ability of undergoing large overall displacement [5, 6, 7].

In this study, EBM technology is used to produce tensile specimens and chiral unit lattice
cells. In addition, EBM is used for understanding the effect of production method on mechanical
properties. Specimens were produced in two different directions which are perpendicular (90o)
and parallel (0o) to the powder deposition direction. Chiral lattice unit cells are produced where
their flatwise surface is parallel to powder deposition direction to have higher mechanical per-
formance and prevent additional inner support structure usage. As a result, a compression load
profile is applied to the chiral unit cells, and a validation study is conducted using ABAQUS
Standard.

2 METHODS

2.1 Material and Processing

Poisson’s ratio of the chiral cellular solids is independent from its constituent material, how-
ever, besides the topology of the cellular solids, the constituent material is important for deter-
mining the mechanical performance for crush applications. Therefore, manufacturing method
is implicitly playing a significant role in the cost, production challenges, and performance.
Commercially offered metal based honeycomb structures are continuously produced from an
aluminium sheet by the help of cutting and bending metal rolls [8]. The development of the
additive manufacturing (AM) processes in recent years provide an opportunity to produce arbi-
trary typologies with less limitation comparing to conventional production methods. One of the
promising AM technique is EBM additive manufacturing process that uses an electron beam
to melt metallic powders [9]. Arcam A2 EBM metallic 3D printer and ARCAM Ti6Al4V ELI
metallic powder have been used in this study. Titanium alloy is used due to its outstanding
mechanical properties of high specific strength, high corrosion resistance, excellent biocom-
patibility, thus titanium alloys are prominent material for aerospace and bio-engineering fields.
ARCAM Ti6Al4V ELI is a gas atomized prealloyed powder in a size range of 45-100 µm[10],
the chemical specification and mechanical performance of the powder material can be seen in
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Table 1 and 2.

Table 1: Chemical specifications of Arcam Ti6Al4V ELI

Aluminium Vanadium Carbon Iron Oxygen Nitrogen Hydrogen Titanium
6.0 % 4.0 % 0.03 % 0.10% 0.10% 0.01% < 0.003% Balance

The metal powder under vacuum is melted with electron beam gun which accelerates elec-
trons to a velocity range of 0.1-0.4 times the speed of light using heated tungsten filament by
a high voltage of 60kV [11]. Consequently, electrons hit the metal powders and transfer the
kinetic energy mostly as thermal energy to the metal powder, and with this energy particles
melt and merge according to the energy of electron beam and layer thickness. The company
suggested default building parameters with a layer thickness of 50 µm is used in this study.

Table 2: Mechanical specifications of Arcam Ti6Al4V ELI

Yield
Strength

Ultimate
Tensile Strength

Rockwell
Hardness Elongation

Area
Reduction

Elastic
Modulus

930 MPa 970 MPa 32 HRC 16% 50% 120 GPa

2.2 Chiral cellular structures

The unit cell and topology parameters of chiral hexagonal structure is shown in Figure 1
consists of equal sized nodes or cylinders joined by the ligaments, or ribs, or walls of equal
length L. The outer radius of nodes are denoted by r, and the auxeticity is provided by the
wrapping of the ligaments around the nodes. The extrusion length of the chiral cell is denoted
by e. In the study of Prall and Lakes, nodes were considered rigid structures when obtaining
negative Poisson’s ratio [2]. The ligaments are connected to the nodes tangentially. However, in
this design 0.5 mm fillets, f are used in the tangential constraints to prevent stress concentration.
The angle of β and θ are the topology parameters, can be calculated using Equation 1, which
describes the configuration of assembly and orientation of ligaments respects to the line between
the center of nodes [2, 5]. Chiral geometry is significantly dominated by cos β, and according to
the studies of Spadoni et al. [12] about chiral structure filled truss-core aerofoils, the mechanical
performance of the chiral structure is affected by L/R.

sinβ =
2r
R
, tanβ =

2r
L
, sinθ =

R/2
R

, cosβ =
L
R

(1)
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Figure 1: Geometry of a hexagonal chiral lattice: (a) topology parameters and (b) unit cell

Dimensions of the chiral unit cell are given in Table 3. It is also seen from Figure 1 that there
are two thickness parameters, tc denotes the thickness of the nodes, and tb defines the ligament
thickness. The main reason of this difference is the production method because commercially
offered metal based honeycomb structures are continuously produced from an aluminium sheet
by the help of cutting and bending metal rolls, and adhesion or welding of the spare plates
[8]. However, the same thicknesses of nodes and ligaments can be obtained using additive
manufacturing.

Table 3: Dimensions of the unit chiral cell.

R L r tb tc f e
28.77 mm 26.81 mm 5.22 mm 0.8 mm 0.8 mm 0.5 mm 16 mm

2.3 Mechanical Characterization

To understand the mechanical behaviour and characterize EBM printed parts tensile tests
are conducted according to ASTM E8 with a velocity of 0.45 mm/min. Each test specimens
are produced in two different directions, 0o and 90o due to characteristic anisotropic behaviour
of EBM printed parts. Chiral lattice cells are produced laterally on the flatwise direction to
prevent the difficulty of supports removal process and obtain higher mechanical performance
in the edgewise direction. In all tests, MTS 810 Material Test System (250 max payload) is
used with MTS 647 Hydraulic Wedge Grip, and MTS 634.31F-24 extensometer is used in the
tensile tests. Moreover, an additional fixture is designed and produced for the chiral lattices
compression tests. For the exhibition of auxeticity two upper and lower nodes supported with
two cylindrical pins and bearings to free the movement of the unit chiral cell upper and lower
nodes on the lateral direction and rotation on the edgewise direction.

4
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Figure 2: Fixture for chiral lattice compression

Figure 3: Compressive load profile for chiral lattices

2.4 Numerical Analysis

A three steps compressive load profile analysis of the chiral hexagonal unit cell is carried
out by implicit finite element models developed using the commercial code ABAQUS 2018.
The elements used for the numeric analysis are C3D20R, quadratic brick element, with reduced
integration (2x2x2 integration points). The model consists of 47628 elements with an average
aspect ratio of 1.70. The finite element simulation is conducted on a computer with 16 cores
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and 24 GB of RAM, and the wall clock time for the simulation is 22 hours. The deformation
of chiral structures are estimated using a linear material by a geometric stiffening and finite
strain elements including non-linear analysis. The equilibrium is computed by the implicit
Newton-Raphson method, with a fixed step of 1.661e-3. The constituent material is considered
linearly elastic, and onset of the plastic deformation is specified with the onset of the yields
stress of EBM printed Ti6Al4V. Continuum distributing couplings are used in two upper and
lower nodes to provide simulation of the rigid pin and bearing mechanism. The inner surface of
the upper and lower nodes become rigid surface and connected to the single nodes in the middle
of the centre line of the node where boundary conditions are applied. Additionally, one node is
created to measure displacement and load which is connected to the upper nodes with equation
constraint. For the boundary conditions, every upper and lower nodes of unit chiral lattice can
rotate on the edgewise direction, one of the upper nodes freed on Y and X directions, and the
other is freed on the only X direction as it seen in Figure 4. Additionally, for the lower nodes,
one of them is fixed and other can move only in the lateral direction.

Figure 4: Boundary conditions for chiral unit lattice cell

3 RESULTS

Tensile specimens were produced in the vertical and horizontal direction with Ti6Al4V. The
tests were conducted according to ASTM E8. For each direction, five specimens were tested
in the as-built conditions. Before the testings, sandblasting was applied to all the specimens to
reduce the surface roughness. The average Ra value of the 0-degree and 90-degree specimens
6.74 µm and 14.12 µm, respectively.
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Figure 5: Stress-strain graphs for 0 and 90-degree orientations build specimens

The resulting engineering stress-strain data can be seen in Figure 5. As a result of the investi-
gation the tensile results, Young’s moduli that measured have no significant difference according
to angular orientation with a value of 110 GPa. The yield stress and ultimate tensile strength
values are 922±2% and 1001±2.3% for 0-degree orientation production, and 917±1.9% and
974.7±1.8% for 90-degree orientation builds, respectively. It is obviously seen from the results
the build direction is not a dominating factor for Young’s modulus, yields stress and ultimate
tensile strength, however considering breaking strain, 0o build exhibits 10.65±0.58% as the
highest value compared to the 90 degree of 8.83±1.65%. As it seen from Table 2, proposed
mechanical properties are better than the experimental results. This situation can be explained
by the lack of fusion problems caused by EBM production method and material inhomogenity.
As a result of the tensile study, it is understood that Ti4Al6V productions with EBM technol-
ogy show isotropic elasticity but anisotropic plasticity. In addition, according to variations, 0o

build shows consistent mechanical performance comparing the other production degree, this is
also the reason of chiral cells were produced where their flatwise direction is parallel to the
building plate. Consequently, as a result of experimental studies, inputs for the constitutive
equation is obtained, calibrated and imported to FEM codes to represent the behaviour of the
material. In the FEM analysis, isotropic elasticity and plasticity were deployed to measure the
deformation limit of chiral unit cell without experiencing permanent deformations, degradation
or failures.Different boundary condition studies have been conducted, and the change in the
boundary conditions increased divergence from the experimental results. As a result of the chi-
ral compressive load tests and FEM analysis, Figure 6 is obtained. In the first two cycles which
have 0.5 and 1 mm displacement limits, no permanent deformations were observed. However,
in the last cycle having a displacement limit of 1.5 mm, plastic deformation was observed under
the compressive load of 1790 N and 1.312 mm displacement.
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Figure 6: Compressive load profile experimental and FEM results for chiral unit cells

4 CONCLUSIONS

The result of the material characterization of EBM printed Ti6Al4V can be summarized as
isotropic elasticity and anisotropic plasticity. In 0o and 90o building orientation, 0o build showed
the consistent and better results with the average 10.65% breaking strain value, and 90o showed
lower breaking strain which is not preferable for compression applications. Furthermore, chiral
lattice cells showed similar reactions under compressive load profile with slight differences
which was caused by the displacement control of the testing machine. As a result of compressive
load profile, the unit chiral lattice cells have permanent failures under the compressive loads
greater than 1790 N in the last cycle of load profile with a displacement of 1.312 mm. In
addition, the FEM model including isotropic elasticity and plasticity were validated with the
experimental results.
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Abstract 
The main objective of this research is to investigate the newly designed geometry and 

process parameters in a dual matrix composite filament co-extrusion technology (CFC), a co-
extrusion of continuous carbon fiber pre-impregnated with thermoset (1.5K) also known as 
composite carbon fiber (CCF) filament with a special binder thermoplastic filament. 
Accordingly, non-isothermal fluid flow and particle tracking analysis were employed in order 
to examine the melt flow dynamics. In addition, critical parameters like pressure drop, velocity, 
shear stress, residence time, and swelling/shrinkage ratio were evaluated. 
In particular, the computational fluid dynamics (CFD) simulations indicates distress in the 
conventional die design, recirculation and stagnation of melt flow in the dead zones causing 
longer melt residence leading to the thermal degradation of thermoplastic material. 
Furthermore, a new print head was designed to expedite the solution for the possible flow 
instabilities that may lead to a disparity in the material and mechanical properties, a side- fed 
mandrel die was used as a melt distributor. Consequently, the side- fed mandrel die ensured a 
homogeneous melt distribution inside the CFC print head, particularly at the die exit. 

1 INTRODUCTION 
The advancement in Additive manufacturing (AM) has catered the need of the lightweight 

design industries like automotive and aerospace, where a high strength to weight ratio is a 
crucial aspect, as an alternative manufacturing method to produce high-performance composite 
materials [1]. Specifically, in the field of fused filament fabrication (FFF), the different 
processing methods have evolved into the industrial-grade application such as big area additive 
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manufacturing, composite FFF and the newly developed CFC. 
The advanced CFC method involves the inclusion of endless carbon fiber reinforcement into 
the molten thermoplastic polymer; the synergy of high strength to weight ratio of endless carbon 
fiber and the ease of processing of thermoplastic is accomplished, which is an essential property 
of high-performance lightweight materials. Furthermore, with design optimization, the 
properties of the final printed part can be improved, whereby the modulus and strength of the 
material may be improved up to 4 to 6 times [1]. Moreover, in order to elevate the need for high 
strength to weight ratio and defect free printed composite part, a new print head design based 
on the 1st generation CFC print head is being considered. This is achieved by identifying the 
critical issues associated with the current design and addressing them in newly designed side- 
fed mandrel print head. Furthermore, the side-fed mandrel die is being used in the extrusion 
industry for decades as a melt distributor is also beneficial for the CFC print head, the die can 
distribute the polymer melt uniformly through the melting chamber and eliminate recirculation 
flow problem observed in the 1st generation CFC.  
Furthermore, Bellini et al., Ramanath et al., and Turner et al., [2-4] had discussed about several 
models used for calculating pressure and temperature distribution of neat filament without fiber 
inclusion in the conventional print head. 
In the present work, authors performed CFD simulation on both, 1st generation and the newly 
designed CFC print head, and investigated the critical parameters such as pressure drop, 
velocity shear stress, residence time, and swelling/shrinkage ratio, to mitigate the understanding 
of the CFC printing process. 

2 PRINTING PROCESS 
A straight extrusion flow model combined with heat transfer is assumed due to the first-stage 

process of the CFC resembles conventional extrusion-based additive manufacturing. 
Furthermore, the melt flow process with CCF filament is analogous to coating process in a 
pressure-type die. The 1st generation CFC and modified CFC print head are illustrated in figure 
1 (a) and (b), respectively.  

 
Figure 1: Schematics of the print heads, (a) 1st generation CFC print head, (b) Modified CFC print head with 

side- fed mandrel die 
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In Figure 1 (a) and Figure 1 (b), a thermoplastic filament with 1.75 mm diameter is fed through 
the lateral channel covered by a thermal barrier, which restricts the high gradient thermal 
variation in the plastic filament to ensure the solid state before entering the melting channel. In 
the melting channel, the filament is being heated into a semi-viscous state. Meanwhile, CCF 
filament is being fed through the CCF channel and goes through the inner bore of the fiber inlet. 
Herein, as the CCF enters the inner zone of the melt chamber it is coated with the molten 
thermoplastic polymer and subsequently, the dual matrix composite is extruded through nozzle 
outlet and is deposited on a print bed. 

3 MATERIAL AND METHODOLOGY 

3.1 Material 
In this study, the most common printing material Polylactide (PLA) polymer was used, PLA 

grade REVODE190 was purchased from Zhejiang Hisun Biomaterials Co., Ltd. The rheological 
characterization of the PLA was performed in Anton Paar MCR-502; a plate-plate methodology 
was used to determine the viscosity, storage- and loss modulus. The experiments were 
performed at two temperatures, 190 °C and 210 °C. The measurement data with its fitting are 
plotted in Figure 2 (a) and Figure 2 (b), and the model parameters are listed in Table 1 and 
Table 2. The CCF is a 1.5k grade carbon-fiber tow pre-impregnated with a thermoset resin, has 
an effective diameter of 0.37 mm. 

 
Figure 2: (a) Shear viscosity of PLA at 190 °C and 210 °C fitted with the modified Cross model, first normal 
stress difference N1 is calculated with Laun’s rule [5]; (b) Experimental G’ and G” of PLA sample obtained at 

210°C. 

Table 1: K-BKZ model parameters for PLA at T = 210°C (α = 8.78, β = 0.74, θ = 0,  = 1.94 s) and Arrhenius 
approximation law parameter (α = 0.03, T0 = 483.15) 

k λk ak 
[s] [Pa] 

1 0.001 3.44E+05 
2 0.01 6.07E+04 
3 0.1 2.27E+03 
4 1 1.15E+01 
5 10 1.12E-04 
6 100 2.31E-01 
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Table 2: Modified Cross model parameters for PLA at T = 210°C and other material constants 

Parameter Unit Value 
0  Pa.s 1194.31 

  s 0.011 
m  - 0.597 
  K-1 0.031 

0T  K 483.15 
m  kg/m3 1096.51 

  W/m K 0.13 

pC  J/(kg K) 2237 

3.2 Governing equations 
Steady, creeping, incompressible non-isothermal flow of polymer melts inside the heat block 

is considered for the purpose of computational fluid dynamic simulations. In this study, two 
different constitutive equations for defining the extra stress tensor  are proposed. The inelastic 
viscous stress component s, in which the shear-rate dependence viscosity is represented by a 
modified Cross model: 

( )
( )

0

1 m


  =

+   

(1) 

Where o is the zero shear viscosity (Pa.s),  is a natural time (s),   is the shear rate which is 
a second invariant of the rate deformation tensor (s-1), m is the Cross-law index. In addition, the 
Kaye – Bernstein Kearsley Zapas (K-BKZ) [6] is applied for the viscoelastic extra-stress p and 
the given equation as follows:  

( ) ( )
1

1

1

1 'exp ' ' '
1 ( 3) (1 )

t N
k

p t t
k k k CC

a t t C t C t dt
I I
 

     −

−

=−

  −  = − +     − − + + −  
  

(2) 

where ak and k are the relaxation modulus and relaxation time for mode k, t is the current time, 
N is the number of relaxation modes,  and  are non-linear material constants,  is a scalar 
parameter that controls the ratio of the normal stress differences, Ic and Ic

-1 are the first invariants 
of the Cauchy-Green strain tensor Ct and its inverse Ct

-1, the Finger strain tensor. 
The temperature shift factor examined in this study is given by the approximate Arrhenius law: 

( )( )0expT T Ta = − −  
(3) 

Where  is the material coefficient (K-1), T0 is the reference temperature (K). The shear thinning 
behavior and melt temperature observed in thermoplastic material used in 3D-printing has a 
direct influence on the pressure drop across the system [4]. Furthermore, the melt temperature 
is one of the critical parameters for the process, since it increases due to viscous dissipation 
caused by the shearing effect at the nozzle [3]. The viscosity of the melt changes not only with 
the shear rate but also with temperature, which leads to the alteration of the shape of the dual 
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matrix extrudate. Moreover, to impede the material degradation due to high temperature rise 
and cause decline in mechanical properties, herein, numerical simulation is being applied to 
optimize the CFC processing conditions. 

4 CFD SIMULATION 
Numerical simulations were carried out using ANSYS Polyflow and Fluent software. A 

three-dimensional generalized Newtonian fluid flow analysis was conducted, firstly, the entire 
extruder geometry was considered, and then only on nozzle domain. A simplification was 
applied in nozzle geometry; an axisymmetric two-dimensional analysis was performed. 
Moreover, all analyses are a coupled problem of melt flow and heat transfer. 

4.1 Boundary conditions and processing parameters 
During the extrusion of the thermoplastic filament, plug flow is assumed at the entrance of 

the melting chamber due to the solid state of the filament at that region. In order to avoid 
clogging of the material, it should be taken into consideration that the plastic filament has a 
slower feed rate than the reinforcing fiber. In this analysis, plastic feed rate varies between 6 – 
8% of reinforcing fiber feed that varies from 60 mm/min up to 1500 mm/min. The entry 
temperature at the melting chamber is calculated from steady thermal analysis, where only the 
energy equation is being solved. As for the two-dimensional nozzle model, a fully developed 
velocity profile corresponding to a given flow rate along the inflow boundary and a uniform 
polymer temperature as in the nozzle wall is being imposed. Since the reinforced composite 
fiber is continuous and rather stiff, hence it is assumed that it acts like a moving solid, where 
the tangential velocity is imposed with the value of fiber feed rate. Non-slip boundary condition 
with all velocity components being set to zero and fixed temperature are imposed along the 
wall. At the nozzle exit region a constant pressure outlet boundary conditions are applied. The 
air temperature at the entrance and exit was assumed to be the same as ambient temperature, 
297.15 K. As for the extrudate swell analysis, the computational domain is extended with a free 
surface region, which has zero stresses and convective cooling boundary condition. 

5 RESULTS AND DISCUSSIONS 

5.1 Effect of design geometry  
Prior to the CFD simulation with modified CFC print head, simulation in 1st generation CFC 

print head was performed in order to evaluate the flow pattern, pressure drop and melt residence 
time inside the print head. In Figure 3, the flow of polymer melt through the melt chamber in 
both, 1st generation CFC print head and modified side- fed CFC print head are illustrated. 
Evidently, in Figure 3 (a) some stagnation and recirculation of the melt flow in the 1st generation 
CFC print head were observed, which may result in longer residence time causing material 
disparities. Moreover, strong recirculation flow forming a secondary vortex was found in the 
left zone from the primary flow direction. In addition, another recirculation flow region was 
observed as the melt encountered the drag flow of composite fiber. Furthermore, several 
simulations were performed for varied fiber feed rates, U = 60 mm/min (Low), 900 mm/min 
(Moderate), and 1500 mm/min (High) in order to investigate the melt flow behavior in the 
modified CFC print head. As for the plastic filament feed rate, the set-up with 7% of fiber feed 
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rate was chosen based on the extrudate swell calculation, see section 5.2. In Figure 3 (b), Figure 
3(c) and Figure 3(d) show the streamlines of velocity magnitude in the flow domain. The 
modified CFC print head delivers a flow enhancement, thus the polymer melt conveys smoothly 
from the melting chamber entrance to the nozzle exit without any appearance of stagnation and 
recirculation flow. Furthermore, Figure 4 illustrates that the largest gradient of pressure- drop 
occurred especially in the nozzle part. With the utilization of the new design, a significant 
reduction of pressure drop is achieved, so that better print resolution can be obtained. 

 
Figure 3: Streamlines of the 1st generation CFC print head and modified side- fed CFC print head; 1st generation, 

(a) U = 900 mm/min; modified side- fed CFC print head, (b) L/D=5, U = 60 mm/min (c) L/D=5, U = 900 
mm/min (d) L/D=5, U = 1500 mm/min 

 
Figure 4: Pressure distribution for extrusion of the PLA at T = 200°C (U = 900 mm/min) (a) 1st generation CFC 

print head (b) modified side- fed CFC print head 

The effect of the flow residence time is directly related to the velocity and local shear rate. 
Residence time becomes very large along the zone, where the velocity vanishes and has low 
wall shear rate. A very low residence time could indicate that some amount of the polymer may 
not have enough time to melt completely and high residence time implies the stagnation of the 
molten polymer in low local shear rate region. Since residence time distribution inside the 
geometry is one of the essential matters for quality of the extrudate, particle tracking 
simulations were conducted by using the mixing module and statistical functions of ANSYS 
Polystat. In order to investigate the residence time inside the geometry, 5000 particles were 
released from the inlet section and tracked until the nozzle exit.  

(a) (b) (c) (d) 

(a) (b) 
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Figure 5: Cumulative residence time distribution function, F(t) of PLA at T = 200°C 

  
Figure 6: Particle tracking results of PLA at T = 200°C (fiber feed rate = 900 mm/min) (a) 1st generation CFC 

print head and (b) modified side- fed CFC print head with L/D = 5. 

Figure 5, shows the result of the cumulative resident time distribution (CRTD) at the nozzle 
exit section for modified CFC print head and 1st generation print head. The majority of the 
particles exits the nozzle for both, modified CFC and 1st generation CFC print head, is relatively 
short, approximately 80% of the particles exit the nozzle in around 22 s and 27 s, which are 
analogous to the analytical calculation of geometrical mean residence time. Moreover, for a 
given feed rate, the average residence time is reduced by 18% for the modified CFC print head. 
Furthermore, in Figure 6 (a), 1st generation CFC print head, Non-uniform residence time 
distribution (highlighted) was detected in the exit section due to the unbalanced flow field. In 
addition, a small fraction of the particles in the core region (between CCF filament and plastic 
melt) have even longer residence time leading to uneven material coating of the extruded dual 
matrix composite. Furthermore, the particle tracking simulation infers that the optimization via 
modified print head yielded better and uniform residence time distribution along the nozzle, 
thus optimal utilization of the print head was achieved. 

5.2 Pressure Drop and Extrudate Shape Prediction 
In order to predict and determine the effect of viscoelasticity on the dual matrix extrusion 

process, besides the viscous model, the viscoelastic numerical simulations using multimode 
integral K-BKZ are considered. Furthermore, the current work comprising of all parametric 
studies concerning extrudate swell/shrinkage were performed using nozzles with the same 
diameter, 0.6 mm and various length to diameter (L/D = 3 and 5) ratios. Herein, by solving the 
model parametrically, a gradually increase in plastic- and fibers feed rates can be achieved, and 
simultaneously investigate its influence on the quality of extruded dual matrix composite. 
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Figure 7: Predicted pressure drop as a function of the fiber feed rate along the nozzle using viscous- (solid 

symbol lines) and viscoelastic models (dashed lines) for PLA at T = 200°C 

The pressure drops shown in Figure 7 were obtained from the resulting nozzle inlet and outlet 
melt pressure differential for the selected thermoplastic material. As expected, the use of long 
nozzle influenced in highest pressure drop in both viscous- and viscoelastic model, the predicted 
pressure drop from viscoelastic model tends to be higher than viscous model due to the extra- 
stress addition from the elastic part. Furthermore, pressure drop prediction using viscous- and 
viscoelastic models for the PLA matrix are identical up to fiber feed rate of 300 mm/min, with 
increase in feed rate difference between the two rheological models becomes significant. In 
order to have a consistent layer width during the printing and to avoid CCF filament buckling 
due to excess compression, the melt pressure should not exceed the critical value (Euler’s 
buckling analysis) [7] and needs to be kept to a minimum. Hence the optimal feed rate for both, 
plastic and fiber, must be carefully selected so that excessive extrusion pressure can be avoided.  
Since the print resolution is also affected by the ovality of the of dual matrix extrudate, 
predictions of extrudate swell based on different plastic feed rates were performed. Firstly, the 
results obtained by modified Cross model shown in Figure 8 (a) infers that the predicted plastic 
feed rate, E = 7 % configuration seems to be the optimized processing parameter in comparison 
to E = 6 %, shows a shrinkage behavior, whereas, E = 8 % shows more swell ratio. 

 
Figure 8: Predicted extrudate profiles, (a) viscous model for dual matrix composite, (b) viscous and viscoelastic 
models for dual matrix composite and neat filament with L/D = 3, (c) viscous and viscoelastic models for dual 

matrix composite and neat filament with L/D = 5 

(a) (b) (c) 
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In order to check the effect of nozzle length on extrudate swell for composite and neat filament, 
simulations with and without the presence of reinforced fiber were conducted. Figure 8 (b) and 
Figure 8 (c) depicts the effect of rheology on extrudate profiles and their shape variation for 
two different L/D ratios. Furthermore, simulations show that the size of the extrudate was found 
to be larger right after exiting nozzle, due to the memory effects. Swelling behavior is well 
captured in viscoelastic model than the viscous model. Notably, in case of neat filament, the 
predicted extrudate swell by viscoelastic model is 53% (Nozzle L/D = 3) and 20% (Nozzle L/D 
= 5) higher than the value predicated by viscous model. Furthermore, with the longer nozzle 
land lengths, the memory effects declines, thus, promoting flow stability and reducing extrudate 
swell by 21%, especially for extruding neat filament. In case of composite filament, the 
extrudate swell predicted by viscoelastic model reaches its maximum value shortly after the 
nozzle exit, indicating that the memory effects fade away fast, and then flatten due to the drag 
of the reinforced fiber that restricts the mobility of the matrix. Generally, swell ratio decreases 
with increasing L/D ratio, but higher melt pressures and wall shear rate must be taken into 
consideration. 

 
Figure 9: Predicted shear stress at two different temperatures for modified CFC print head with two different 

L/D ratios, a) predicted shear stress by viscous and viscoelastic model along the nozzle wall, (b) predicted shear 
stress by viscous model along the nozzle wall and melt-fiber interface  

Since it is known that melt instability (Surface roughness and melt fracture) can occur at high 
shear stress and it may hinder the optical and mechanical properties of the final extruded part. 
Thus, a proper process parameter setting e.g. feed rate, temperature, are important aspects in 
limiting the resultant of the high shear stress. 
Figure 9 (a) shows the predictions of shear stress for different L/D ratios by viscous and 
viscoelastic model along the nozzle wall at various fiber feed rates. As can be seen, the effect 
of rheology and processing condition are significant that extrusion instabilities during part 
printing could possibly occur, if the shear stress exceeds the critical value. One of the initial 
extrusion instabilities that may occur due to increasing feed rate is a “sharkskin effect”, a 
phenomenon where the extrudate loss its surface gloss [8]. According to Kanev et al. and 
Vlachopoulos et al., the onset of sharkskin for most common polymers occurs at 0.14 to 0.18 
MPa, beyond this value melt fracture is observed [9,10]. These critical values may be used as 
benchmark for regulating the print speed during printing. However, the increase in printing 
speed may aggravate the probability of occurrence of the extrudate distortion. Furthermore, the 
predicted shear stress by viscous model, for example, with L/D = 3 nozzle at 200 °C, feed rate 
up to 550 mm/min in modified CFC print head is a secure range, beyond which the probability 

(a) (b) 
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of onset of sharkskin increases. However, if the process demands faster print rate then 
increasing temperature can be a quick solution in order to minimize shear stress as shown in 
Figure 9 (b), since the viscosity of molten polymer will become lower. 

6 CONCLUSIONS 
In the present work, the CFD simulation investigated with straight extrusion flow model 

with a heat transfer is an accurate characterization for CFC printing process which provides 
comprehensive data analytics and understanding related to design limitations. Analysis of the 
CFD simulation results revealed the design flaws in the 1st generation CFC print head, such as 
longer residence time, high pressure- drop, stagnated and recirculating melt regions. These 
bottlenecks were addressed in the newly designed, modified CFC print head where a side- fed 
mandrel is used to iron out the impeding issues, not only reduced the melt residence time, 
overall pressure drop but also helped in realizing the uniform melt distribution inside the melt 
chamber and the complete elimination of stagnation and recirculation of fully developed melt. 
The overall pressure- drop investigated in the modified CFC print head nozzles with different 
L/D ratios are in sync with the tolerance for the optimal print condition predicated on extrudate 
swell ratio and shear stress. The optimal printing setting for PLA in the modified CFC print 
head with nozzle of L/D = 5 is found to be in the range of 600 mm/min to 900 mm/min at 200 
°C to 210 °C, respectively. In future, for the further references, the CFD modelling presented in 
the current research work may be considered as a benchmark for any given thermoplastic 
materials i.e., neat polymers or filled polymers.  
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Abstract. In this work, a numerical model based on the Particle Finite Element Method (PFEM)
for the simulation of extrusion-based additive manufacturing of fresh concrete is presented.
The balance of momentum and mass are solved with a mixed velocity-pressure formulation in
an updated Lagrangian framework. The constitutive law is based on a Bingham model, that
is approximated by a Perzyna formulation in order to account for the elastic regime before
yielding, which is relevant for the analysis of printed material at rest. The channel flow test, a
numerical benchmark for the flow of fresh concrete, is used to validate the model. Finally, 2D
examples of extrusion-based additive manufacturing processes of fresh concrete are discussed.

1 INTRODUCTION

The trend of additive manufacturing, initiating in mechanical engineering and related in-
dustry sectors, has recently also found rapidly growing interest in the construction industry
[1, 2, 3, 4, 5, 6, 7]. Different techniques with high-performance concretes and mortars are under
development, that allow for accurate and automated construction of complex concrete struc-
tures and components. Most of these manufacturing techniques can be broadly categorized
into selective-binding and more common extrusion techniques [8]. 3D-printing with concrete
requires precise setting and control of time dependent rheological properties of concrete. At
the same time the machine and process parameters must be dynamically adjusted depending on
the material and surrounding changes. As a result properties of 3D-printed concrete structures
are much more dependent on the manufacturing process as compared to conventional casted
structures. There is an ongoing scientific discussion about the mechanical characterization of
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printable cement-based materials [3, 9, 10]; which is challenging due to the fact the their early
age rheological properties often increase multiple orders in few tens of minutes requiring novel
test setups. Numerical models can assist to understand the complex interactions between the
printing process and the evolution of material and structural properties during the fabrication
processes. However, as a matter of the complexity of these processes, their widely varying
technical setups, little work have been done in terms of numerical modeling so far. In [11] a
time-dependent Mohr-Coulomb failure criterion and linear stress-strain behavior was used to
model the early age behavior of fresh concrete in a finite element software in a quasi-static
framework. This work was extended in [12] by mechanical modeling of elastic buckling and
plastic collapse of additively manufactured wall structures. Nevertheless, to the best of the
authors knowledge, the dynamic effects of the extrusion process with respect to the structural
response of already printed material has not been adequately addressed yet.

Accordingly, a numerical framework for the extrusion process in layered extrusion-based
additive manufacturing of cementitious materials is presented. As the numerical model need to
account for large deformations and accurate tracking of the free surface, the governing equations
including balance of momentum and mass, are solved via the Particle Finite Element Method
(PFEM) [13, 14]. In the PFEM the underlying equations are discretized by standard finite
elements in an updated Lagrangian formulation, so that nodal positions are updated in each
time step. In order to deal with large deformations and element distortions, the domain is
frequently re-meshed. Therefore, robust and fast re-meshing using triangular and tetrahedral
elements in two and three dimensions, respectively, is fundamental. Due to its reliability and
robustness, PFEM is applied in various disciplines, for example, in fluid structure interaction
[15, 16], multiphase flow problems [17, 18], ground excavation [19] or flow of fresh cement
suspensions [20].

The established approach for describing the flow of homogenized fresh concrete, which is
a non-Newtonian fluid, is based on the Bingham model [21]. In special cases, when complex
shear and flow histories with shear thickening and thinning must be analyzed, more advanced
constitutive laws such as the Herschel-Bulkley model can be used. All of the fresh concrete
rheological models have a certain yield stress, that must be exceeded to initiate viscous flow.
The common approach for modeling this behavior is based on regularized models [22], where
the regime below the yield stress is approximated with a large viscosity. These models have the
advantage that no internal variables must be stored. A drawback of these methods, however,
is, that the material never really comes to rest and that stresses of material "at rest" are always
viscous. Alternatively, in this work a classical elasto-viscoplastic model is used to approximate
the material behavior of fresh concrete. While the stresses below the yield stress are elastic, the
stresses during yielding are approximated with an overstress function [23]. Hence, when the
material is at rest, stresses can be assessed more accurately, which is important for analyzing
initial stress states of 3D-printed concrete structures. Furthermore, in extrusion-based additive
manufacturing processes of concrete, the concrete mix is designed, so that the printed mate-
rial inherits adequate shape-stability properties. Therefore, once the material is extruded, the
mechanical behavior is governed by the material response before yielding. Perzyna based flow
models have already been successfully applied in flow simulations of geomaterials [24].

2
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The constitutive law followed in this paper is based on a an elasto-viscoplastic Perzyna for-
mulation and the underlying governing equations and weak forms in an updated Lagrangian
description; see Section 2. Furthermore, in Section 3 the numerical framework with the basics
of the Particle Finite Element Method and the discretized set of equations are given. Finally,
in Section 4 a numerical benchmark of the channel flow problem and numerical analyses of
extrusion processes of additive manufacturing of fresh concrete are discussed.

2 THEORETICAL FRAMEWORK

2.1 Constitutive law

An elastoplastic material model formulated in rate form is employed. Even though hypoelas-
tic models do not necessarily conserve energy in a closed deformation cycle, when the elastic
strains are assumed small in comparison to plastic deformations, these models give an ade-
quate approximation of the elastic behavior [26]. Therefore, the deformation rate tensor d is
additively split into elastic and plastic parts as

d = de +dp (1)

with the subscript e and p denoting the elastic and plastic parts, respectively. The elastic defor-
mation rate is related to the stress rate via

τ∇J = C : (d−de) (2)

with the objective Jaumann stress rate of the Kirchhoff stresses τ∇J and the elasticity tensor C
defined as

C = κI ⊗I +2µ(I − 1
3I ⊗I) (3)

where κ denotes the bulk modulus, µ the shear modulus, Iij = δij the second order identity
tensor and Iijkl = (δikδjl + δilδkj)/2 the fourth order symmetric identitiy tensor.

The material is assumed to satisfy a von Mises yield function as

Φ(τ ) = q(τ )−σ0 (4)

in which q(τ ) =
√

3
2dev[τ ] : dev[τ ] is the equivalent stress and σ0 the yield stress. Furthermore,

the plastic flow rule [25] is given by

dp = γ̇
∂Φ
∂τ

(5)

with the plastic multiplier γ̇, that must obey the standard Kuhn-Tucker loading/ unloading con-
ditions along with the consistency condition, defined for classical rate-independent plasticity
as

Φ(τ ) ≤ 0, γ̇ ≥ 0, Φ(τ )γ̇ = 0 (6)

and the consistency condition
γ̇Φ̇(τ ) = 0. (7)

3
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The Perzyna formulation [23] of the plastic multiplier is given by the introduction of an over-
stress function by

γ̇ = < f(τ ) >

η
(8)

where η is a viscosity parameter, f is the overstress function and "< . >" are the McCauley
brackets defined as

< f(τ ) >=





f(τ ) if f(τ ) ≥ 0,

0 if f(τ ) < 0.
(9)

When the overstress function f is chosen equal to the yield function Φ, a Bingham-like response
is gained. Hence, the viscosity parameter η can be related to the fluid viscosity µ by η = 3µ.

2.2 Governing equations

When fresh concrete, containing water, cement, aggregates and other admixtures, is con-
sidered as a homogenized material, the local form of the balance of momentum, covering the
domain Ω in the time interval (0,T ), becomes

ρ
Dv

Dt
= ∇·σ+b in Ω × (0,T ) (10)

with the density ρ, the velocity v, the Cauchy stress tensor σ and the body forces b. The
boundary conditions on the Neumann ∂ΩN and Dirichlet boundary ∂ΩD are

σ(x, t)n = tp(x, t) on ∂ΩN × (0,T ), (11)
v(x, t) = vp(x, t) on ∂ΩD × (0,T ) (12)

with the normal vector n and the prescribed tractions tp(x, t) and velocities vp(x, t) on the
Neumann and Dirichlet boundary, respectively. Due to incompressibility, that may arise from
material behavior in plastic deformation, locking phenomena might occur with a pure velocity
formulation. Therefore, the hydrostatic components are separated from the stress field and
discretized over an additional equilibrium equation, which is called the balance of mass. The
balance of mass is given for nearly incompressible materials by

∇·v = 1
κ

Dp

Dt
in Ω × (0,T ) (13)

where p denotes the pressure, assumed as negative in compression, and κ denotes the bulk mod-
ulus, which can be interpreted as a penalty parameter of this mixed formulation. By separating
the compressibility κ from the elasticity tensor (3), objective stress integration is just performed
on the deviatoric parts of the stress tensor.

2.3 Weak form

Integration of equation (10) over the domain Ω in the updated configuration and multiplica-
tion with the arbitrary weight function δv belonging to the velocity field leads to the weak form
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of the momentum balance equation as
∫

Ω
δv

(
ρ

Dv

Dt
−∇·σ−b

)
dΩ = 0. (14)

By integration by parts and using the Neumann boundary condition (11) the momentum balance
equation is rewritten as

∫

Ω
δvρ

Dv

Dt
dΩ+

∫

Ω
∇δv : σdΩ−

∫

Ω
δvbdΩ−

∫

∂ΩN

δvtp d∂Ω = 0. (15)

Similar to the weak form of the balance of momentum, the weak form of the balance of mass is
derived as ∫

Ω
δp∇vdΩ−

∫

Ω
δp

1
κ

Dp

Dt
dΩ = 0 (16)

with the weight function δp belonging to the pressure field.

3 NUMERICAL FRAMEWORK

3.1 The particle finite element method

The Particle Finite Element Method (PFEM) is a numerical method for solving partial dif-
ferential equations in a Lagrangian framework by means of a finite element discretization. In
order to deal with large deformations, updated Lagrangian schemes are utilized in combination
with remeshing of the finite element mesh [13, 14]. Remeshing is typically performed after a
certain number of time steps or when the mesh quality, due to too distorted or poorly shaped
elements, becomes too bad. Hence, fast remeshing is essential and can only be guaranteed by
using triangular and tetrahedral elements in two or three dimensions, respectively. The remesh-
ing algorithm is based on the so called α-shape method. First, a Delaunay triangulation of a
point cloud is formed and second, elements with a circumcircle or circumsphere larger than a
threshold value α are removed from the mesh.

3.2 Discretized set of equations

As pointed out in the previous section, in PFEM the underlying weak form of the problem
is approximated by means of finite elements. Consequently, the pressure and velocity fields are
discretized by standard linear shape functions as

v = Nvv̄ p = Npp̄ (17)

with v̄ and p̄ denoting the nodal values for the velocity and pressure. The shape functions are
defined as Nv = [N1I, N2I, · · · NNI] and Np = [N1, N2, · · · NN ] with N number of nodes
per element and the identity matrix I . By choosing a Galerkin formulation, substitution of the
previous approximations into the weak forms Eqs. (14) and (15) and elimination of the nodal
values of the weight functions, the discretized form of the system of equations is obtained as

rv = Mvv · ˙̄v+fint −fext = 0, (18)

rp = GT
vp · v̄−Kpp · ˙̄p = 0 (19)

5
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with

fext =
∫

∂Ωn+1
NT

v tp
n+1 d∂Ωn+1 +

∫

Ωn+1
NT

v bn+1 dΩn+1, (20)

fint =
∫

Ωn+1
BT

v σn+1 dΩn+1, Mvv =
∫

Ωn+1
NT

v ρNv dΩn+1, (21)

Gvp =
∫

Ωn+1
BT

v mNp dΩn+1, Kpp =
∫

Ωn+1
NT

p 1/κNp dΩn+1 (22)

where m= [1,1,0]T for 2D elements and Bv denotes the discretized differential operator, that is
compatible with the velocity field. The tangent stiffness matrices are derived from linearization
of the internal nodal forces Eq. (21) as [16, 26]

Kmat,vv =
∫

Ωn+1
BT

v ∆tCσ,T
n+1Bv dΩn+1, (23)

Kgeo,vv =
∫

Ωn+1
GT

v ∆t[σn+1]Gv dΩn+1 (24)

with the incremental size of a time step ∆t and the tangent constitutive operator Cσ,T
n+1 in

terms of the Truesdell rate expressed in the updated configuration. The Truesdell tangent
modulus of the Cauchy stresses is related to the Jaumann tangent modulus of the Kirchhoff
stresses as Cσ,T

n+1 = J−1Cτ,J
n+1 −C ′ with the determinant of the deformation gradient J and

C ′
ijkl = 1

2(δikσjl + δilσjk + δjkσil + δjlσik) [26]. However, approximating the tangent consti-
tutive operator only by the tangent constitutive operator of the Jaumann rate of the Kirchhoff
stresses was found to be sufficient for rapid convergence in all studied examples. The dis-
cretized set of equations (18) and (19) can be solved by the introduction of proper time integra-
tion schemes. In this study the implicit α-Bossak [28] time integration scheme is used for the
velocity field and the backward Euler for the pressure field. Furthermore, as the mixed formu-
lation is discretized by equal order finite elements, the Ladyzhenskaya-Babuska-Brezzi (LBB)
condition is violated and a proper stabilization technique must be introduced. To this end, a
direct pressure stabilization technique based on the polynomial pressure projection (PPP) is
chosen and applied to the balance of mass [27].

4 NUMERICAL APPLICATION

4.1 Benchmark: Channel flow

The channel flow test is a practical test to assess the yield stress of self compacting concrete
(SCC). In [29] the experimental procedure is explained as follows: From a bucket 6 l of fresh
concrete is slowly poured (over 30 s) at one extreme end of a rectangular channel (l = 1.2 m,
w = 0.2 m, h = 0.15 m). After waiting for the stoppage of the fluid (max. 120 s) the final shape
of the material can be analyzed and related to the yield stress τ0 of the material. A numerical
benchmark comparison of the channel flow test with a virtual concrete (µ = 50 Pa ·s, τ0 = 50 Pa
and ρ = 2300 kg/m3) was performed in [30]. The same virtual concrete as in [30] is used

6
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Figure 1: Results for the channel flow test

for benchmark analysis of the proposed numerical model. The simulations were performed
in 2D with three different mesh sizes, in order to assess convergence of the numerical model.
Moreover, the pouring process of the concrete is modeled by a velocity inlet flow: new nodes
(elements) are pushed by a row of fixed nodes into the domain and after a certain number of
time steps the fixed nodes are placed to their initial position in height direction and the process
restarts with a new set of nodes. This will approximately result in initial element sizes of 0.005,
0.0023 and 0.0016 and 1176, 4690 and 8600 number of nodes when the inlet phase is finished.
At all boundary nodes no slip boundary condition are considered.

The results are given in Figure 1a) and b). The flow process stops at around 100 s, as can
be observed from the material front over time diagram, see Figure 1a). Furthermore, the final
shape of the material is in a good agreement with the analytical solution [29] and the final
length varies by 1.01 % from the average value found by different numerical methods in [30].
Differences between the analytical solution and numerical results at the left end of the channel
can be explained by simplified stress states in the analytical solution.

4.2 Additive manufacturing of concrete

Extrusion

vprint

2,7 cm

50 cm

Inlet face
vinlet

~2
,7

 c
m

nozzle

Figure 2: Extrusion-based additive manufacturing of fresh concrete - geometry

In the following, the capability of the proposed numerical model is analyzed by test case
scenarios of extrusion-based additive manufacturing of fresh concrete, where three layers of 50
cm length and 2.7 cm height are numerically printed, see Figure 2. The problem is studied in a
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2D plain strain framework. The selected results presented in this paper focus on the geometry of
the concrete immediately after leaving the nozzle outlet and vertical loads on extruded layers,
below the nozzle, due to pressure excreted by vertical concrete extrusion. The concrete flow
rate at the nozzle outlet is assumed to be constant. In other words, dynamic variation in the
concrete flowrate due to potential pulsations of screw extruder are not considered. Furthermore,
the time dependent behavior (structural build-up) of concrete is not considered as the time for
extruding three layers is few seconds. All the printing process parameters including nozzle
dimensions are obtained from a large-scale 3D-printer developed at the TU Dresden. The inlet
flow is approximated with a velocity inlet, see Figure 2. The simulation is preformed with three
different element sizes 0.27, 0.135 and 0.09 cm with three different sets of material parameters,
to reflect different states of structuration of the printed material. The material and simulation
parameters are plastic viscosity µ = 10, 15, 20 Pa·s, dynamic yield stress τ0 = 0.5, 0.75, 1 kPa,
fresh density ρ = 2000 kg/m3, E = 0.1 MPa, Poisson’s ratio ν = 0.3, printing velocity vprint =
0.1 m/s, material flow rate vinlet = 0.09744 m/s, nozzle-separation distance ∆znozzle = 2.7 cm,
∆t = 10−4 s and tmax = 15 s. Furthermore, the yield stress of already printed layers is set to a
value of 1 kPa, which serves as material yield stress after extrusion i.e. at rest (static yield stress)
and is responsible to prevent the collapse of already printed layers in the simulation process.
Note that rheological measurements conducted at TU Dresden with rotational rheometer by
following stress growth tests confirm similar static yield stress for printable concretes.

Pressure [Pa]
1000

-3000

0

-1000

-2000

2,7 cm

Figure 3: Shape of the printed material with the pressure contours [Pa] for the time instances t = 2.5, 7.5, 12.5 s
with µ = 15 Pa · s and τ0 = 0.75 kPa

The printed layers with µ = 15 Pa · s and τ0 = 0.75 kPa along with the contour plot of the
pressure for the finest mesh size and the time instances t = 2.5, 7.5, 12.5 s are given in Figure
3. As can be observed, lower layers are under compression from the simulation inlet (in reality
nozzle outlet) flow, while a small region behind the extrusion nozzle is subjected to tension.
From the generation of contact or boundary elements, when two bodys get into contact, a certain
volume gain is caused by the remeshing procedure in PFEM simulations. Furthermore, due
to the numerical formulation, assuming slight compressibility, newly printed material will get
compressed, which on the other hand causes a certain volume loss. For analyzing the interaction
between these two processes, the evolution of the total volume over time is given in Figure 4a).
The final relative volume gain in relation to the theoretical volume evolution is given for all 3
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Figure 4: Results for the additive manufacturing of concrete study

mesh sizes, starting from the coarsest element size, as 2.78 %, 0.95 % and 0.29 %. Hence, the
volume gain caused by contact elements prevails the effect of volume loss from compressibility.
This volume gain is particularly critical for the printing simulation of the first layers, because
additional volume is simply accumulated in front of the extrusion nozzle, see Figure 4b). As
can be concluded from Figure 4b) this effect also increases for materials with lower viscosity
and yield stresses, as the resulting layer height is slightly lower for these materials. In this
study, the volume gain is less important for upper layers, as the effectively printed layer height
is slightly less than 2.7 cm and the extrusion nozzle, however, is lifted up by the total distance
of ∆z = 2.7 cm, when a new layer is started to be printed. Hence, the distance between the
extrusion nozzle and the printing surface increases for upper layers and there is more space for
the printed material to flow to.

To study the dynamic impact of the inlet flow, the vertical reaction forces at the boundary
nodes are evaluated while printing the first layer. In a post-process these reaction forces are av-
eraged and converted to a distributed load. The results are depicted in Figures 5a) and b), along
with the relative distance to the extrusion nozzle. The results can be separated into a purely static
(distance < 0.06 m) and an inlet flow regime (distance > 0.06 m). For the purely static regime,
the vertical load is constant and for all materials almost the same (≈ 0.51 kN/m2), which is plau-
sible, since all materials share the same density and body loads. For the inlet flow regime, how-
ever, the behavior is more complex. First, right below the extrusion nozzle an increased loading
is observed and second a concentrated force at the front of the printed material is found. Re-
garding the region right below the extrusion nozzle, peak values of 1.44, 1.98 and 2.61 kN/m2

are observed, see Figure 5a). Therefore, lower layers would need to bear an impact load, that is
approximately 1.48/0.51 ≈ 3 - 2.61/0.51 ≈ 5 times larger, depending on the printed material,
than the pure static load. The concentrated load at the front of the printed material is caused by
a sharp edge and a stress concentration. Additional studies with varying printing speeds vprint

show, that with larger printing speeds this impact also increases, due to the increased inlet flow
rates, see Figure 5b). Hence, it can be concluded, that the printed material should not only bear
its self weight, but also temporarily the impact loads from the printing process of upper layers.
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Figure 5: Vertical load below the extrusion nozzle along the relative distance to the extrusion nozzle

5 CONCLUSIONS

A numerical model based on the Particle Finite Element Model for the simulation of extru-
sion processes of additive manufacturing of fresh concrete is presented. The material model is
based on a Bingham model and is approximated with an elasto-viscoplastic Perzyna formula-
tion in a hypoelastic rate form. In order to overcome issues arising from the incompressible
plastic flow, inherited from the underlying J2 plasticity, a mixed velocity-pressure formulation
is chosen for the approximation of the problem. Furthermore, as equal order finite element ap-
proximations are used for the discretization of the velocity and pressure fields, the formulation
is stabilized by a direct pressure stabilization to treat the LBB condition. Results show, that
extrusion processes of additive manufacturing of fresh concrete can effectively be simulated.
Volume gain that appears from the remeshing procedure in PFEM is found to be a crucial as-
pect in the simulation procedure. Furthermore, studies on the reaction forces on the boundary
show, that a dynamic impact by the inlet flow appears and that already printed layers need to
bear this impact load. The peak value of the impact load depends on the material properties of
the printed material and is 3-5 times larger than the pure static load for the studied examples.
This analysis also highlights the complex interactions between process and material parameters
with the structural response in extrusion-based additive manufacturing processes of concrete.
The proposed numerical model indicates, that the whole additive manufacturing process, con-
sisting of extrusion of the fresh concrete as a fluid and ageing like a solid can be performed
in a unified way, as the numerical model can easily be extended by an adequate modeling of
structural build-up (increase of yield stress and elastic parameters).
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POEAM – a method for the Part Orientation Evaluation
for Additive Manufacturing

Simon JUNG1∗, Sebastian PEETZ2, Michael KOCH3

Abstract— In the industrial application of additive
manufacturing processes, a significant amount of time
and resources is dedicated to the orientation and pre-
print setup of the geometry. Steps such as the generation
of support structures and the process simulation are
among the most time-consuming. For the thorough
assessment of an orientation of a given geometry, even
more criteria, like print time or surface quality, need
to be considered. POEAM proposes a method for an
efficient assessment of a set of orientations, by means
of well formulated criteria and an early elimination
of insufficient orientations. The goal is to narrow the
search field, so costly preparation steps will only be
performed on orientations that promise a superior end
result. Furthermore, POEAM is an automated process,
which means it can be performed with minimal human
interaction, resulting in an optimum regarding cost-
efficiency and evaluation time. The method was applied
to a representative geometry and has shown results that
confirm the above mentioned advantages.

I. INTRODUCTION

During the Additive Manufacturing (AM) process
- especially during the SLM (Selective Laser Melt-
ing) process - extensive user experience is required,
particularly in preprocessing. As AM becomes more
widespread, however, users with a lower level of expe-
rience are being addressed in increasing numbers. The
lack of detailed process knowledge and experience on
the part of the user often leads to incorrect alignment of
the components in the machine’s building chamber and
to incorrectly arranged support structures in the event
of overhangs. As a result, AM components cannot be
built up to the aspired geometrical precision in the first
build process, or the process cannot even be success-
fully completed. This leads to delays in the process
and additional costs when using AM technology.
The aim of the described method is to automate
the pre-print preparation of a CAD design so that
minimal human interaction is required. This will free

1S. Jung ( jung.simon@gmx.net ) is with inuTech GmbH,
Fürther Straße 212, 90429 Nuremberg, Germany

2S. Peetz ( sebastian.peetz@inutech.de ) is with inuTech GmbH,
Fürther Straße 212, 90429 Nuremberg, Germany

3M. Koch ( michael.koch@th-nuernberg.de ) is with Faculty
of Mechanical Engineering and Building Services Engineering,
Nuremberg Tech, Keßlerplatz 12, 90408 Nuremberg, Germany

the engineer of tedious tasks that can be performed by
a machine faster and more efficiently.
POEAM was developed with the manufacturing pro-
cess of SLM in mind, but the method is not limited
to that. With only small adaptions, it can be used for
various forms of AM.

In order to take advantage of the proposed method,
four user inputs need to be given:

1. The geometry of the part.
2. A search field of orientations.
3. A set of criteria to evaluate the part on.
4. The properties of the printer.

The first point defines the geometric shape of the
component. The second point determines the angle of
rotation within which the alignment of the component
is to be varied in three axes. The third point defines
criteria according to which the orientations found are
evaluated. The fourth point specifies the AM machine’s
properties for the process simulation.
As a result, the POEAM method yields the optimal ori-
entation of the produced part in the building chamber
of the AM machine, taking into account the specified
parameters.

INPUT
Geometry

Parameters of process
Criteria for evaluation

Automated search for optimal orientation

OUTPUT
Optimal orientation based on requirements

Fig. 1. Workflow Overview

II. SEARCH FIELD DEFINITION

The user-defined search field specifies the range
within which the geometry can be rotated to find the
optimal orientation. This includes upper/lower angles
and rotation increments for the specified rotation axis.
Before the actual evaluation of the criteria, this search
field can be narrowed by identifying symmetries and
equivalent orientations.
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A. Symmetries

If two orientations show mirror symmetry in a
plane perpendicular to the baseplate, only one of the
two symmetrical orientations needs to be evaluated.
From the AM point-of-view, these two orientations are
identical, because a rotation of the part around the z-
axis is of no consequence to the printing process.

Fig. 2. Two orientations showing symmetry

B. Equivalent Orientations

Two orientations may be equivalent, as in the case
of symmetry (see II-A). Another cause for equivalence
can be the rotation process itself. Depending on the
used method to rotate the initial geometry, two sets of
rotations (e.g. around the global x- and y-axes) may
result in an identical orientation of the part. This needs
to be detected and equivalent orientations need to be
excluded from the analysis.

III. CRITERIA DEFINITION

The results generated by variation are evaluated on
the basis of a list of criteria. To check the fulfillment
of a single criterion, a numerical boundary is required.
For each criterion a threshold value range is defined
within which a result value is permissible. The
fulfillment of a criterion is expressed as a percentage
within the defined range. All values below this range
are regarded as insufficient (0%) and will be excluded
from further analysis. Values above the defined range
are accepted as sufficient (100%). Values within the
boundaries are scored in relation to their distance
from the boundaries edges, with values between 0
and 100%.

This scoring scheme allows for the easy recognition
of insufficient orientations (score of 0%) and the rating
of sufficient orientations by means of their relative
fulfillment.

numerical result value

0% 100%

insufficient sufficient

Fig. 3. The scoring scheme

A. List of Criteria

The user needs to define a list of criteria, upon which
the orientations can be evaluated. To illustrate the
process, the following exemplary criteria are defined:

• The interface area between part and support struc-
ture.

• The height of the oriented part.
• The time required to build the component in this

orientation.

The list is by no means exhaustive and needs to be
extended for a productive application.

B. Weighted Total Score

For each criterion, the orientation is given a partial
score between 0 and 100%. Those partial scores are
summed up into one numerical value. The partial
scores are weighted by the user, giving certain criteria
priority over others. This ”Weighted Total Score” is
used to determine the orientations that have the highest
overall fulfillment of the required characteristics.
Visualizing the orientations with a high weighted total
score in a heatmap shows the formation of clusters.
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ro
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n

y-
ro
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0◦ 360◦

360◦

Fig. 4. Heat map of weighted total scores

This indicates regions of orientations with a high cri-
teria fulfillment. Inside those regions a refined search
may be advantageous. This is very useful if the results
are not yet accurate enough or if the search is carried
out in several steps with increasing accuracy.
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IV. CRITERIA CHECKING ORDER

A critical step in the procedure is the checking order
of the criteria, since the goal is the early exclusion of
insufficient orientations. This means, if an orientation
can not fulfill a criterion it will be excluded from fur-
ther analysis. This non-fulfillment needs to be detected
early in the analysis, so no resources are wasted on
an orientation that will eventually fail to satisfy the
requirements. To achieve this, two approaches will be
illustrated.

A. Sort by Runtime

The criteria may be sorted by the individual runtime
needed to calculate and check a criterion. This results
in criteria that are quick to calculate being checked
first, whereas time-consuming criteria are checked last.

B. Sort by Previous Exclusion

In contrast to the static order of criteria being sorted
by runtime, sorting by previous exclusion changes the
order dynamically during the analysis. If an orientation
is excluded due to non-fulfillment of a criterion, that
criterion will be the one checked first on the next
orientation. This is based on the assumption, that ori-
entations that are similarly oriented will yield similar
results and are therefor likely to (not) fulfill criteria to
a similar degree.
Both approaches rank criteria that may lead to an
exclusion higher, than obligatory criteria that are of
interest, but can not lead to an exclusion. Such an
obligatory criterion may be the volume of the sup-
port structure, which the user wants to consider in
the weighted total score, but should not result in an
exclusion.
Certain criteria are dependent on the results of another
criterion, e.g. for the calculation of the time to print
the orientation, the build height has to be calculated
first. Dependencies like this have to be considered
during the generation of the checking order, so the
necessary input values for a criterion are available upon
calculation.

V. THE PROCEDURE

The workflow starts with the user defining:
• the geometry
• the search field
• the criteria including their boundaries and weights
• the printer parameters

Knowing the geometry of the part, equivalent orienta-
tions can be discarded. By evaluating the criteria that
were set, the criteria are sorted by runtime. After set-
ting the criteria checking order, the analysis is started.
During the analysis the checking order is changed
dynamically, depending on previous exclusions.

User-definition of geometry

User-definition of search field

User-definition of criteria,
boundaries and weights

User-definition of printer parameters

Exclusion of equivalent orientations

Generation of criteria checking order
by runtime

Start analysis

Dynamic rearrangment of criteria checking
order by previous exclusion

Selection of best orientation based on
weighted total score

Fig. 5. The workflow

The last step of the analysis is the selection of the best
orientation, based on the highest weighted total score.

VI. DEMO

The following section is an exemplary orientation,
using the method described above. The orientation
was performed by a prototype, which implements
key features, but has not yet all the functionalities
described in the previous sections. The program shows
nevertheless, the efficiency of the process and its
potential to improve the current print preparation.
To include the critical steps of support structure gen-
eration and process simulation, the tool ”Amphyon”
(Amphyon Trial Version; Source: Additive Works
GmbH Germany) was used.

A. Input and Criteria Definition

The first step consists of the user providing the CAD
geometry of the part. The geometry in this demo had
the following characteristics:

Points: 33,854
Edges: 101,598
Faces: 67,732

The relevant criteria for the analysis were:
• Evaluate all possible orientations in 3D space,

with a rotation increment of 10◦. Refine the search
around promising orientations to an increment of
5◦.
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• The critical overhang for part surfaces is 35◦.
• No support on running surface, located at center

of the geometry.
• Low print time.
• Small support interface (area on the part which

needs support).
• Low stresses and distortions in the final part.
• Material: Steel 1.4404

For the simulation parameters the properties of a
“Concept Laser M2” laser cusing machine were set.

B. Results

As shown in figure 3, a score of 0% is considered
insufficient and results in the exclusion of the
orientation.

Figure 4 shows the results of the refined search,
where dark red indicates a high criteria fulfillment.
The graph shows the formation of clusters around
promising orientations. An interesting feature is the
half-oval form of the clusters (e.g. at a y-rotation of
150◦), which result from the exclusion process. This
shows that an exclusion of insufficient orientations
can save calculation time, but also makes the analysis
less intuitive and requires some kind of automation.

After the first sweep, before the support generation
and the process simulation, the first exclusion was
conducted. The exclusion rate was at 92%, which
means only 8% of the orientations analyzed met
the criteria. Only those remaining orientations were
considered in the following support generation and
process simulation.

Assuming that each cluster centers around a local
maximum, one orientation from each cluster was run
through the support generation and process simulation,
resulting in 8 orientations checked. After this step
only 3 orientations (0.2%) remained, which fulfilled
all the criteria. From this list the best candidate was
chosen by finding the one with the highest total
weighted score.

The value of an estimate for the time saved by
automating the process is limited, since such a process
would not be performed manually in an industrial ap-
plication. Therefore, the time savings will be illustrated
indirectly, with the following result values:

• 92% of all orientations could be excluded after
the first sweep and before the support generation
and process simulation.

• Less than 1% of all orientations fulfilled all the
requirements.

Fig. 6. Exemplary results of process simulation in Amphyon

In order to give some estimate of the analysis
duration, the following list shows the computing time
of the demo on a “HP EliteBook 8740w”:

Time for orientation and checks: 3 min
Time for support generation and
simulation (using Amphyon):

∼ 24 h

Total time: ∼ 24 h

Comparing the time needed for the orientation and
checking of the criteria, to the total time needed for
the whole analysis, it stands out that this step has
only a marginal impact on the analysis time. The main
portion of the computational resources is consumed by
the support generation and the process simulation. This
fact emphasizes the importance of limiting the number
of orientations on which these costly operations are
performed.

VII. CONCLUSIONS

The potential of the proposed method lies in the
simplification of the print preparation process. As
the exemplary demo has shown, POEAM enables the
unexperienced user of AM technology to prepare a
geometry to be manufactured accurately and in com-
pliance with required properties. In addition, POEAM
also offers the benefit of saving time during the print
preparation, by automating the process and therefore
making the use of AM more efficient. This makes the
method also attractive for expert users, who want to
maximize the quality of their work.
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Abstract. This study analyses canine limb-sparing implants with an integrated lattice structure, 
manufactured in Ti-6Al-4V ELI alloy using Electron Beam Melting (EBM) technology. The 
research aim is to determine the technical risk associated with the implant through probabilistic 
numerical analysis. A series of boundary conditions are employed on the implants in order to 
investigate the robustness of the design. The output stress and strain values are then employed 
to further examine fatigue life parameters under cyclic loading of the implants. The probabilistic 
numerical analysis has successfully identified the location of a key failure mode (yield stress 
limit) and the modelling correlated to veterinary case-study observations. In regard to the lattice 
structure, it is shown that the structure does provide mechanical integrity to the implant 
assembly, but the geometry requires significant simplification while modelling. This is 
primarily due to: (a) the limitations of CAD tools in generating NURB surfaces from point 
cloud data, and (b) the node and element count associated with these small structures makes the 
model computationally expensive. 
 
1 INTRODUCTION  
 

The introduction of additive manufacturing (AM) technology has facilitated the fabrication of 
patient-specific implant design which accommodates variabilities better than their off-the-shelf 
counterparts. AM solutions not only reduces surgery time but also provides the patient the with 
a better fit and ease in mobility. With no restriction in design constraints, bone mimicking lattice 
structures can be integrated within the implant to provide enhanced osseointegration [1]. 
Despite numerous advantages offered by bespoke AM solutions, a major concern is evaluating 
failure modes associated with these devices. This is because failures are seldom reported in real 
world scenarios and scarcity of data with regards to patient-specific complications makes risk 
evaluation a key challenge. 
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The Wales Centre for Advanced Batch Manufacture (CBM) employs the ARCAM Q10 
Electron Beam Melting (EBM) AM technique for the fabrication of bespoke medical implants. 
CBM uses a range of inhouse tools to generate anatomical models from patient specific 
computer tomography (CT) scans that are employed to design a range of spinal, maxillofacial 
and orthopaedic solutions. This study employs a retrospective CBM case study of a bespoke 
limb-sparing canine implant (I-2a) with an integrated lattice structure, and implant (I-2b) that 
was manufactured for revision surgery. The boundary conditions associated with the two 
aforementioned implants are unknown, and simulation of lattice structures can require 
extensive computational resources [2]. Therefore, this study aims to find synergy in simulating 
complex implant design with minimal computational resources through probabilistic numerical 
analysis. This was conducted by subjecting the implant I-2a through multiple loading regimes 
in order to investigate the cause of failure. Identical boundary conditions were then be employed 
on implant I-2b to inspect the robustness of the new design. Apart from boundary conditions, 
there are several other intrinsic and extrinsic uncertainties that are integral to veterinary (and 
medical) devices. Hence, this study scrutinises the majority of these parameters through 
statistical measures. It is believed that this research can be an initiator in determining the vital 
parameters that are integral to weight-bearing bespoke implants and acknowledge challenges 
associated with simulation of additively manufactured geometries. 
 
2 MATERIAL AND METHODS 
 

The retrospective case employed in this study is a nine-year-old 45kg mixed canine breed, 
presenting a complaint of a distal radius osteosarcoma in left forelimb. The surgeon prescribed 
a limb-sparing surgery thereby requesting an implant with integrated lattice structure in the cut 
away section, and screw holes with a diameter(s) of 3.5 mm in upper and radial carpal and 2.7 
mm in metacarpals. Additionally, they also requested a polished section around the screw holes 
and truss structure to hold the lattice together. Based on these requirements, a preliminary 
implant I-2a was designed for the surgery. Three months after operation, the surgeon reported 
that the dog had been presented to the referral centre lame, and on CT-scan it was found that 
the implant had fractured. Hence, the surgeon requested a new implant I-2b with full solid bar 
and with alternate screw positions to that of the fracture. Figure 1 depicts the initial design I-
2a, CT-scan indicating region of fracture and implant I-2b designed for revision surgery. 
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Figure 1: (Top) Implant assembly I-2a with simplified lattice structure and cropped bone represented in brown, 
(Middle) CT-Scan of left-limb depicting region of implant failure and (Bottom) 3D printed anatomical bone 

model and implant I-2b with representative lattice structure manufactured for revision surgery 

2.1 Design 
 

Patient specific computer tomography (CT) scan were imported in Materialise Mimics to 
extract the anatomical model for reconstruction. The bone model for implant design was 
extracted by employing a scale of 226 – 3071 Hounsfield Unit during segmentation. This 
segmented bone was then imported in Geomagic Freeform to design surgical guides and 
implants.  
 
2.2 Manufacturing 
 

In order to validate the design and fitting of the implant, the anatomical bone model was 3D 
printed in polymer (Somos Watershed XC11122) and implant in Titanium Ti-6Al-4V ELI alloy 
through EBM. The mechanical integrity of parts fabricated from EBM manufacturing process 
depend on various pre/post processing parameters [3]. Hence, to determine the mechanical 
properties of parts fabricated from the inhouse ARCAM Q10 machine, a small batch of (n=6) 
specimen were fabricated for tensile testing. Monotonic testing gave Young’s modulus of 107 
GPa, yield strength (σys) of 822 MPa and ultimate tensile strength (σuts) of 926 MPa for the 
manufactured parts.  
 

Implant failure 
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2.3 Finite Element Analysis 
 

The data obtained from tensile testing was employed to update the material library in Ansys 
v.19.1 for Finite Element Analysis (FEA) of the implant. The actual lattice structure as shown 
in Figure 1 possessed a non-stochastic dodecahedron structure with a strut size of 2.8mm. 
Meshing such fine lattice structures for numerical analysis could prove computationally 
expensive, therefore as shown in Figure 2, the lattice was simplified into a planer structure and 
allocated a Young’s modulus of 0.55 GPa [4]. Furthermore, the bone was allocated an isotropic 
elasticity of 10.5 GPa [5] and friction coefficient of 0.001 was allocated between bone-lattice 
and bone-implant [6]. Finally, the screws were modelled as fixed beam joints with material 
properties similar to that of the implant and analysed by enabling ‘Large Deflection’ to capture 
any non-linear effects. 
 
A comprehensive study in the sagittal plane on 327 dogs from 32 breed suggests that underlying 
motion for all dogs is identical [7]. However, modelling and simulation of canine implants is 
not so straightforward due to variability in boundary conditions intrinsic to individual dogs. 
Additionally, old and impaired dogs show significantly low levels of activity compared to 
healthy dogs [8]. According to the surgeon, the front limbs sustains 60% and hind limbs bears 
40% of the total weight of the dog. However, this ratio constantly changes depending on the 
locomotion performed by the dog.  
 
Based on these aforementioned findings, preliminary FEA analysis for both implants was 
conducted by fixing the distal end of the implant assembly and applying a resultant force (FR)  
at an angle (θ) on the proximal end. As shown in Figure 2, FR was further discretised into 
normal and perpendicular component based on the relationship given in Eq. 1-3. The reference 
value allocated to all input parameters for preliminary FEA are briefly described in Table 1. 
The implant assembly was meshed using patch independent quadratic tetrahedron elements 
ranging from 0.1 – 0.9 mm allocated after conducting a mesh sensitivity analysis.   
 

Fz = FR x cos (θ)                                                        (1) 
 

FY = FR x sin (θ)                                                        (2) 
 

Mx = FY x (Perpendicular distance of FY from fixed end)                         (3) 
 

2.4 Fatigue Analysis 
 

As demonstrated earlier for mechanical properties, fatigue properties also depend on several 
post-processing factors [9]. Additionally, cyclic fatigue properties obtained from 
experimentation are generally computed from completely reversed, constant amplitude tests. 
However, actual components seldom experience such pure loading, suggesting presence of 
some mean stress. Additionally, for a typical EBM manufactured geometry a fatigue stress limit 
≤ 600 MPa corresponded to maximum life [9,10]. These findings were employed to update the 
fatigue stress and strain life parameters for Ti-6Al-4V ELI alloy in Ansys. The analysis was 
conducted using Soderberg mean correction theory and loading ratio of 0.1 to compute fatigue 
life performance of the implants. 
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2.5 Probabilistic analysis 
 

In order to identify input parameters crucial to the produced stress and strain, sensitivity 
analysis was conducted in optiSLang 7.1 (extension for Ansys). To reduce computational time, 
sensitivity analysis was conducted external to Ansys workbench module by allocating a range 
to the reference values of input parameters employed in preliminary FEA. As shown in Table 
1, these ranges were employed to generate 100 design points using LHS (Latin Hypercube 
Sampling) technique to generate metamodel of optimized prognosis [11]; this metamodel was 
then employed to generate CoP (Coefficient of Optimised Prognosis) matrix which gave 
correlation between vital input parameters and the stress and strain generated in the implant.  
 
The vital parameters identified from sensitivity analysis were then employed for robustness 
analysis in optiSLang. A mean (µ) and standard deviation (σ) was allocated to these parameters 
to further generate 100 design points to compute mean stress, mean fatigue life and standard 
deviation(s) associated with the implant. The value of mean and standard deviation obtained 
from robustness analysis for the implant were employed in Eq. 4 to compute respective Z score. 
This Z score in conjunction with Z score table enabled in determining the probability of failure 
associated with the implant. Figure 3 provides a complete schematic of methodology overview 
employed in this study. 
 

Z score = |Reference value – Mean value| / Standard deviation                     (4) 
 

 
 

Figure 2: Boundary conditions associated with the implant assembly for Finite Element Analysis  
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Input parameters Parameter 
type 

Reference 
value 

Range 

Friction 
Bone-Lattice 

Optimised 0.001 0.001 - 0.2 

Friction 
Implant-Bone 

Optimised 0.001 0.001 - 0.2 

Young’s Modulus for 
lattice  
(GPa) 

Optimised 0.55 0.20 - 3.49 

   Mean 
(µ) 

Standard 
deviation (σ) 

Resultant Force (N) Stochastic 90.00 135.00 20.25 
Angle 

(degree) 
Stochastic 5.00 7.00 0.02 

Force_Z 
(N) 

Dependent Eq. 1 Derived 

Moment_X 
(Nmm) 

Dependent Eq. 3 Derived 

Table 1: Reference value associated with preliminary FEA and range allocated for sensitivity and robustness 
analysis 

 

Figure 3: Methodology overview 
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3 RESULTS AND DISCUSSION 
 

The preliminary FEA was conducted on I-2a design with lattice structure as shown in Figure 2. 
The analysis gave a maximum equivalent von-Mises stress (σvm) and strain (ϵvm) of 387.3 MPa 
[Fig. 4]  and  3.62 x 10-3 in the implant and 11.54 MPa [Fig. 5] and 0.02 in lattice structure. 
Front view of Figure 4 demonstrates that high stress concentration in I-2a was simulated near 
the proximal and distal end of the implant. However, magnified front view of fracture region 
depicts absence of any critical stress hotspots. With regard to stress in the lattice, it was 
observed that the maximum stress bore a spatialised pattern and was localised in the distal end 
of the lattice. Although it is noteworthy from the front and back view of Figure 5 that a majority 
of lattice geometry remains unstressed, which can be regarded as stability offered by the screws.  

 

 
 

Figure 4: Preliminary FEA stress results for implant I-2a simulated with lattice structure representing front view 
on top and back view in bottom 
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Figure 5: Preliminary FEA stress results for simplified lattice structure representing front view on left and back 
view on right 

 
A major geometrical limitation in the previous FEA of I-2a design is lattice simplification. 
Contrary to the realistic lattice structure in the implant, FEA of I-2a considered both 100% 
dense lattice structure and pure bonding with the implant. Realistically, it is only the circular 
strut diameter of the dodecahedron lattice that bonds with the implant. Hence, a secondary FEA 
of I-2a was conducted by disregarding the lattice structure. The simulation gave a maximum 
stress and strain of 396 MPa [Fig. 6] and 3.70 x 10-3 associated with the implant. It is evident 
from the magnified view of Figure 6 that ignoring the lattice structure simulated stress hotspots 
within the fracture region. However, back view of I-2a in Figure 6 also shows that ignoring 
lattice structure simulates stress hotspots in the distal end of the implant. 
 
Since simulation of I-2a without lattice structure gave more realistic stress hotspots identical 
boundary conditions were employed to simulate I-2b implant assembly without lattice. As 
shown in Figure 7, preliminary FEA of I-2b gave a maximum σvm of 167.70 MPa and ϵvm of 
1.56 x 10-3 associated with the implant. The preliminary FEA was followed by additional fatigue 
analysis for both I-2a and I-2b design for sensitivity analysis.       
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Figure 6: Preliminary FEA stress results for implant I-2a simulated without lattice structure representing front 
view on top and back view in bottom 

 

 
 

 

 
 

Figure 7: Preliminary FEA stress results for implant I-2b simulated without lattice structure representing front 
view on top and back view in bottom 

459



A. Gupta, H. Millward, F.O. Malley and A. Lewis 

 10 

 
 

Figure 8: CoP matrix obtained from sensitivity analysis 
 

Since simulation of implant I-2a and I-2b without lattice simulated more realistic hotspots. 
Therefore, output value of maximum σvm and ϵvm for I-2a along with fatigue life, damage and 
safety factor were parameterised for sensitivity analysis. As shown in Figure 8, sensitivity 
analysis simulated FR and θ as two most vital parameters responsible for more than 95% of 
stress and strain produced in the implant. This suggests that modelling of alternate values for 
friction coefficient and Young’s modulus are redundant for further analysis. 

 

                                 
 

Figure 9: Histogram obtained from robustness anlysis of I-2a design without lattice structure, fitted with a 
normal distribution represented in blue and lower and upper bound of failure limit in red 

 
 

Implant_stress_Maximum 
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Figure 10: Histogram obtained from robustness anlysis of I-2b design without lattice structure, fitted with a 
normal distribution represented in blue and lower and upper bound of failure limit in red  

Therefore, these additional parameters were kept constant. Robustness analysis on I-2a and I-
2b was conducted by employing µ and σ for FR and θ as described in Table 1. Robustness 
analysis produced a histogram, which was fitted with a normal distribution to compute the mean 
maximum stress and standard deviation associated with both implant I-2a and I-2b. Figure 9 
and Figure 10 clearly demonstrates that the stress distribution associated with I-2a is 
significantly higher than the stress distribution associated with I-2b. Additionally, employing 
σys and σuts as reference value for lower and upper limit for failure. The analysis gave a 72.50% 
probability of reaching σys for I-2a and 5.65% probability for I-2b. The corresponding values 
obtained from robustness analysis for both I-2a and I-2b are described in Table 2. It is 
noteworthy that the implant I-2b has been under operation for past eleven months with no 
complaints so far. 

 
Implant Mean 

(σvm)  
Standard deviation 

(σvm) 
Probability of reaching (%) 

σys σuts 

I-2a 858.47 MPa 61.03 72.5 13.42 

I-2b 563.91 MPa 162.89 5.65 1.31 

Table 2: Results from robustness analysis of implants 

4 CONCLUSIONS 
 

Probabilistic FEA of bespoke implants in this study successfully highlighted the cause of failure 
of implant I-2a and robustness (continued successful working life) of implant I-2b. Simulation 
results demonstrate that a high mean stress associated with I-2a gave a low fatigue life 

Implant_stress_Maximum 
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associated with the implant. However, replacing the truss structure with a solid bar in the new 
I-2b design enabled the reduction in mean stress, thus providing a higher fatigue life and much 
lower risk of failing. The veterinary observations from two implants have helped to validate the 
overall probabilistic methodology employed in this study.  
 
The use of AM technology enables the fabrication of complex lattice structures; however, the 
analysis of these geometries can be quiet challenging. Modelling the whole lattice is 
computationally expensive due to the limitations of CAD tools in handling dense point-cloud 
data. This study has shown that removing the lattice structure from the simulation produces 
acceptable errors, and this simplified analysis can still identify the crucial regions in order to 
successfully predict implant failure.   
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Summary. Directed energy deposition (DED), which is one of additive manufacturing 
applicable to metals, laminates the material on a baseplate by melting and solidifying with a 
high-power heat source. In terms of powder-based DED, the material waste tends to be large 
because powder flow is difficult to converge on the melt pool precisely. This study evaluates 
the variation in powder distribution when the deposition height is changed in order to obtain 
the optimal gas-flow rate and powder-nozzle shape. The powder flow is estimated with a 
computational fluid dynamics simulation based on Euler-Lagrange approach. The simulation 
results indicate that the proposed nozzles can achieve the high powder convergence stably even 
if the total amount of gas supply is reduced. 
 
 1 INTRODUCTION 

Directed energy deposition (DED), which is one of additive manufacturing applicable to 
metals, attracts various kinds of industries such as aerospace, automotive, and medical products 
[1]. However, powder-based DED unnecessarily wastes the material because the powder flow 
is difficult to direct to the melt pool precisely. The powder supply efficiency needs to be stable 
for the process stability [2] so that the powder flow control is an important issue to enhance the 
DED’s potential for industrial use. In order to improve the powder supply efficiency, it is 
necessary to analyse the powder distribution under various parameters such as gas-flow rate, 
powder-nozzle shape and deposit geometry. Therefore, many researchers have been 
investigating the powder supply process with theoretical and experimental approaches. For 
example, Pan et al. analysed the gravity-driven metal powder flow in a coaxial nozzle with 
various gas-flow rates and nozzle geometries [3]. A fluid-dynamics simulation would be helpful 
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to estimate the powder behavior under the powder nozzle. Although Zhu et al. dealt with the 
influence of deposition height on the powder distribution with a 2D-axisymmetric model of 
coaxial nozzle [4], the conventional researches conducted the simulations assuming that the 
powder flow is free jet, otherwise injected on a flat baseplate [5,6,7]. However, from the 
practical viewpoint, a detail investigation needs to be conducted considering the variation in 
the powder flow according to the geometry around the deposition point.  

In this study, the powder distribution during the deposition on various heights is numerically 
evaluated by a computational fluid dynamics (CFD) simulation. To stabilize the powder supply, 
3D models including the deposit with various heights are designed, and the influence of carrier 
gas-flow rate is investigated by analysing the powder-flow around the deposition point. 
Moreover, the powder-nozzle shape is also discussed along with the CFD simulation results. 

2 METHODOLOGY 

2.1 Directed energy deposition 
In directed energy deposition (DED), the material is 

laminated on a baseplate by melting and solidifying with 
a high-power heat source as shown in Fig. 1. In this study, 
a coaxial powder nozzle initiating a conical powder flow 
is employed. The powder is supplied to the melt pool by 
the carrier gas through the outer path of the nozzle. In 
addition, the shield gas is supplied through the inner path 
of the nozzle to protect the heat source module. Inert gas 
like Argon is generally used for carrier and shield gases 
to prevent the oxidation of deposit. The deposition 
process can be conducted in all horizontal directions 
because the coaxial nozzle ensures stable powder supply 
even when the feed direction is changed [8].  

2.2 Computational fluid dynamics (CFD) simulation 
A gas-solid multiphase-flow simulation is conducted based on the Euler-Lagrange approach.  
The gas phase is treated as a turbulent flow and described by a continuity equation and 

Navier-Stokes equation based on the Reynolds-averaging. The Reynolds-averaged governing 
equations are given by Eqs. (1) and (2). 

where 𝑢𝑢𝑖𝑖  [m/s] is the flow velocity, 𝑥𝑥𝑖𝑖  [m] is the Cartesian coordinate, 𝑡𝑡  [s] is the time, 𝜌𝜌 
[kg/m3] is the density, 𝑝𝑝 [kg/m∙s2] is the pressure, 𝜈𝜈 [m2/s] is the kinematic viscosity, and bar 
denotes the time-averaged value. In Eq. (2), the first and second terms on the left side represent 
the time term and the convection term, respectively, and the terms on the right side represent 

 
Figure 1: Schematic of DED 

𝜕𝜕𝑢𝑢�̅�𝑖
𝜕𝜕𝑥𝑥𝑖𝑖

= 0 (1) 

𝜕𝜕𝑢𝑢�̅�𝑖
𝜕𝜕𝑡𝑡 + 𝑢𝑢�̅�𝑗

𝜕𝜕𝑢𝑢�̅�𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

= −1
𝜌𝜌
𝜕𝜕�̅�𝑝
𝜕𝜕𝑥𝑥𝑖𝑖

+ 𝜈𝜈 𝜕𝜕
2𝑢𝑢�̅�𝑖

𝜕𝜕𝑥𝑥𝑗𝑗2
−
𝜕𝜕𝑢𝑢𝑖𝑖′𝑢𝑢𝑗𝑗′̅̅ ̅̅ ̅̅ ̅
𝜕𝜕𝑥𝑥𝑗𝑗

 (2) 
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the pressure term, viscosity term, and turbulent diffusion term in order. To complete the 
equation, modeling of the Reynolds stress −𝜌𝜌𝑢𝑢𝑖𝑖′𝑢𝑢𝑗𝑗′̅̅ ̅̅ ̅̅ ̅  is necessary. The Reynolds stress is 
expressed by using the turbulent viscosity and given as 

where 𝜇𝜇𝑡𝑡 [kg/(m∙s)] is the turbulent viscosity, 𝑘𝑘 [m2/s2] is the turbulent kinetic energy and 𝛿𝛿𝑖𝑖𝑖𝑖 =
1 for 𝑖𝑖 = 𝑗𝑗, otherwise 𝛿𝛿𝑖𝑖𝑖𝑖 = 0. In this study, a k-𝜀𝜀 turbulent model, developed by Launder and 
Spalding [9], is applied to solve the equations. In this model, the turbulent viscosity 𝜇𝜇𝑡𝑡 is given 
as Eq. (4). 

where 𝐶𝐶𝜇𝜇 is the model constant, 𝜀𝜀 [m2/s3] is the dissipation of kinetic energy of the turbulence. 
The conservation of the turbulent kinetic energy is expressed as 

The conservation of the dissipation of kinetic energy of the turbulence is expressed as 

where, 𝐶𝐶𝜇𝜇 = 0.09, 𝜎𝜎𝑘𝑘 = 1.0, 𝜎𝜎𝜀𝜀 = 1.3, 𝐶𝐶𝜀𝜀1 = 1.44, and 𝐶𝐶𝜀𝜀2 = 1.92 are the empirical 
constants. 
 

In the Euler-Lagrange approach, the discrete phase is computed by solving a motion equation 
for each particle. The motion equation is given by Eq. (7). 

where 𝑢𝑢𝑝𝑝 [m/s] is the particle velocity, 𝑢𝑢 [m/s] is the fluid velocity, 𝜌𝜌𝑝𝑝 [kg/m3] is the particle 
density, 𝜌𝜌 [kg/m3] is the fluid density, τ𝑟𝑟 [s] is the particle relaxation time, and 𝑔𝑔 [m/s2] is the 
gravitational acceleration. The first and second terms on the left side represent the drag force 
and the gravitational force respectively. Since the fluid density is much smaller than the particle 
density (𝜌𝜌/𝜌𝜌𝑝𝑝 ≪ 1), the drag force and the gravitational force dominantly work on the particles. 
Then, the particle relaxation time τ𝑟𝑟 is given by 

where 𝑑𝑑𝑝𝑝 [m] is the particle diameter, 𝜇𝜇 [kg/(m∙s)] is the fluid viscosity. 𝑅𝑅𝑅𝑅𝑝𝑝 is the particle 
Reynolds number and defined as 

−𝜌𝜌𝑢𝑢𝑖𝑖′𝑢𝑢𝑗𝑗′̅̅ ̅̅ ̅̅ ̅ = 𝜇𝜇𝑡𝑡 (𝜕𝜕𝑢𝑢�̅�𝑖
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By solving the Eq. (7), the particle velocity can be obtained. In addition, the particle trajectory 
can be represented by following Eq. (10). 

where 𝑥𝑥𝑝𝑝 is the position of particle. 

3 SIMULATION ASSUMPTIONS AND SETUP 

3.1 Simulation assumptions 
The CFD simulation in this study is conducted by using ANSYS Fluent (ANSYS, Inc.), and 

following assumptions are taken into the simulation; 
 

(1) A steady-state gas flow is considered. 
(2) Collisions among particles are not considered. 
(3) Particle is assumed to be spherical. 
(4) Particle size is assumed to follow a Rosin-Rammler distribution. 
(5) Any thermal effect like an interaction between particles and the laser is not considered. 
(6) At the outlet, the gauge pressure is set to be zero. 
(7) At the wall, a no-slip condition is applied. 

3.2 Simulation model and setup 
The 3D CAD models are created for the CFD simulation as shown in Fig. 2. In order to 

evaluate the variation in powder distribution along with the deposition height, the CAD models 
including the deposit are created as shown in (a). In addition, the CAD model only with a 
baseplate, assuming the first-layer deposition, is also created for comparison as presented in (b). 
The powder-nozzle shape is based on a five-axial combined machining center (LASERTEC 65 
3D, DMG MORI CO., LTD.). As for (a), the geometry of deposit is decided according to the 
results in preliminary experiments; therefore, the top of deposit is rounded. Figure 3 shows the 
cross-section of CAD model. In this study, the powder convergence distance 𝐿𝐿, defined as the 
height between the nozzle exit and the convergence point of conical powder stream, is 13 mm. 
The standoff distance 𝑆𝑆, which is the distance from the nozzle exit to the baseplate, is also set 
to be 13 mm. Figure 4 shows the boundary conditions for the discrete phase. Particles are 
escaped from the outlet and trapped at the bottom of the processing area or the top surface of 
deposit. 

𝑅𝑅𝑅𝑅𝑝𝑝 =
𝜌𝜌𝜌𝜌𝑝𝑝|𝑢𝑢𝑝𝑝 − 𝑢𝑢|

𝜇𝜇  (9) 

𝜌𝜌𝑥𝑥𝑝𝑝
𝜌𝜌𝑑𝑑 = 𝑢𝑢𝑝𝑝 (10) 
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Figure 2: CAD model 

 In this study, the simulations are conducted with 4 types of carrier gas-flow rate. The CAD 
models are created with 3 types of deposition height, on a baseplate, 9-layer and 49-layer 
deposits, i.e., models are assuming the 1st-layer, 10th-layer and 50th-layer depositions, 
respectively. Other simulation conditions are summarized in Table 1. Physical properties of 
argon are applied to decide the fluid density and viscosity, and the particle density refers to the 
density of Inconel 625 alloy. 
 

Table 1: Simulation conditions 

Carrier gas-flow rate L/min 3, 4, 6, 8 
Shield gas-flow rate L/min 4 

Powder feed rate kg/min 18 × 10-3 

Fluid density kg/m3 1.784 
Fluid viscosity kg/(m∙s) 2.22 × 10-5 

Particle density kg/m3 8440 
Particle size m 53 – 105 

 

  

(a) With deposit and baseplate (b) With baseplate (1st-layer of  deposition) 

  

Figure 3: Definition of powder convergence distance (L) 
and standoff distance (S) Figure 4: Boundary conditions 
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4 PARTICLE DISTRIBUTION ON TOP SURFACE OF DEPOSIT AND 
BASEPLATE 

As a result of the simulation, the particle trajectory is 
obtained as shown in Fig. 5. To clarify the powder convergence, 
the distribution of trapped particles is mapped corresponding to 
the XY coordinate. Figure 6 shows the particle distribution 
viewed from the powder nozzle, when the carrier gas-flow rate 
is 4 L/min. This result indicates that the particle distribution 
slightly spreads at the higher layer. Furthermore, the particles 
are not supplied at the center of the processing point. In order to 
compare the particle distribution quantitatively, Fig. 7 shows 
the probability distribution of particles for every 0.1 mm radius 
from the center of melt pool.  

Figure 6 Particle distribution on top surface of deposit and baseplate (Carrier gas-flow rate : 4 L/min) 

Comparing the distributions in Fig. 7 regarding deposition height, more particles distribute 
at the distant position from the center of melt pool when the deposit is higher, excepting the 
carrier gas-flow rate of 3 L/min. The variation in gas flow between the nozzle exit and baseplate 
would influence on the spread of particle distribution. Figure 8 shows the velocity distribution 
of gas flow at the cross-section of processing area. In (b), the flow spreads on the baseplate 
below the deposition point. On the other hand, the flow goes to downward along the side surface 
of deposit in (c). Figures 9 are the enlarged pictures of the nozzle exit in Figs. 8(b), (c). In case 
of 49-layer shown in Fig. 9(b), the flow near the nozzle exit is slightly goes to downward by 
comparison with the flow of 9-layer deposition as (a). Figure 10 shows the pressure distribution 
at the cross-section of processing area, and indicates that the stagnation area gets small when 
the deposit becomes high. In other words, the flow direction hardly changes around the 
processing point in 49-layer deposition.  

 
Figure 5: Particle trajectory 

   
 

(a) Baseplate (b) 9-layer (c) 49-layer  
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Figure 7: Probability distribution of particles 

Figure 8: Flow velocity distribution (Carrier gas-flow rate : 4 L/min) 

  
(a) Carrier gas-flow rate : 3 L/min (b) Carrier gas-flow rate : 4 L/min 

  
(c) Carrier gas-flow rate : 6 L/min (d) Carrier gas-flow rate : 8 L/min 

   
 

(a) Baseplate (b) 9-layer (c) 49-layer  
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Figure 9: Flow velocity distribution around nozzle exit 

Figure 10: Pressure distribution (Carrier gas-flow rate : 4 L/min) 

The velocity and pressure distributions represent that the distance from the top surface of 
deposit and the baseplate would affect the particle trajectory under the nozzle. Considering that 
the gas flow becomes downward in 49-layer deposition, some particles may reach at an off-
center region. From these results, the gas-flow condition needs to be modified according to the 
deposition height for enhancing the stability of powder supply.  

In addition, comparing the particle distribution shown in Fig. 7 regarding the carrier gas-
flow rate, the particle convergence is more enhanced with larger carrier gas-flow rate regardless 
the deposition height. The average ratio of particles distributing within 1.5 mm from the center 
of melt pool in 3-type deposition heights (=  �̅�𝑝 1.5) are 99.9% in the carrier gas-flow rate of 6 
and 8 L/min, whereas the �̅�𝑝 1.5 are 60.0% and 90.5% in the carrier gas-flow rate of 3 and 4 
L/min, respectively. As a result, the carrier gas-flow rate should be at least 6 L/min or more for 
high powder convergence with this powder nozzle when the deposition height changes. 

 5 MODIFICATION OF POWDER NOZZLE 
The modification of the powder-nozzle shape is also 

considered. Although particles can be supplied to the melt 
pool when the carrier gas-flow rate is high as 6 L/min 
according to the simulation results, the higher carrier gas-
flow rate drastically generates sputter. Moreover, in terms of 
cost and resource saving, a reduction of gas consumption is 
beneficial for DED. From the view point of the powder 
supply efficiency, which is a percentage of material actually 
used for the deposit, the powder convergence should be improved even with the low carrier 
gas-flow rate.  

   
(a) 9-layer (b) 49-layer 

   

 

(a) No deposit (b) 9-layer (c) 49-layer  

 

Figure 11: Cross-section of 
modified powder nozzle 
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The powder convergence distance  𝐿𝐿  is changed in the coaxial powder nozzle in this 
simulation. Considering that the particles are hardly supplied into the center of melt pool in Fig. 
6, the actual converged height would be below the designed height represented with the 
convergence distance 𝐿𝐿 . From this reason, the convergence distance 𝐿𝐿  is shorter than the 
standoff distance 𝑆𝑆 in the new powder nozzle. Concretely, 𝐿𝐿 is designed to be 9.0 – 12.5 mm at 
0.5 mm intervals (Fig. 11), and the simulation conditions are same as Table 1, excepting the 
carrier gas-flow rate is set to be 4 L/min. 
 

Figures 12 and 13 show the simulation results of the particle distribution on the XY 
coordinates when 𝐿𝐿 = 10.5 and 11.0 mm, respectively. Comparing with Fig. 6, particles are 
supplied to the center of melt pool and the powder convergence would be improved with the 
new nozzles. 

Figure 12 Particle distribution on top surface of deposit and baseplate (Convergence distance : 10.5 mm) 

Figure 13 Particle distribution on top surface of deposit and baseplate (Convergence distance : 11.0 mm) 

Furthermore, Fig. 14 shows the probability distribution of particles when 𝐿𝐿 = 10.5 and 11.0 
mm. Comparing with Fig. 7(b), the powder distribution gets close to the center of melt pool, 
and  �̅�𝑝 1.5  is improved to 94.8% and 93.3% respectively. Moreover, the expected distance 
between the center of melt pool and arrival point of particle (=𝐸𝐸) is calculated. In the results of 
𝐿𝐿 = 10.5 mm, the expected distance 𝐸𝐸 becomes 0.66, 0.46 and 0.43 mm on the baseplate, 9-

    
(a) Baseplate (b) 9-layer (c) 49-layer  

    
(a) Baseplate (b) 9-layer (c) 49-layer  
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layer and 49-layer deposit respectively. In the results of 𝐿𝐿 = 11.0 mm, the 𝐸𝐸 becomes 0.70, 0.48 
and 0.46 mm on the baseplate, 9-layer and 49-layer deposit respectively. The conventional 
nozzle with carrier gas-flow rate of 6 L/min (Fig. 7(c)) showed that the 𝐸𝐸 was 0.36, 0.45 and 
0.46 mm. From these results, the high particle convergence is achieved even with low carrier 
gas-flow rate in 9- and 49-layer deposit. On the other hand, the particle convergence on the 
baseplate is not improved enough when the carrier gas supply is small as 4 L/min.  

In practical usage, an adjustment of the carrier gas-flow rate would be effective to achieve 
the stable powder convergence. The simulation is also conducted by using the new nozzle 
model (𝐿𝐿 = 10.5, 11.0 mm) with 6 L/min of carrier gas-flow rate, and the probability distribution 
of particle is obtain as shown in Fig. 15. In the both results with new nozzles,  𝑝𝑝1.5 on the 
baseplate reaches 99.9 %. Therefore, the new nozzles can achieve the high particle convergence 
stably by supplying carrier gas of 6 L/min only for the deposition on a baseplate. Furthermore, 
the particle convergence is kept in high even with small carrier gas supply as 4 L/min during 
the deposition on higher layer. As a future work, experimental investigation needs to be 
conducted with the suggested nozzle design and carrier gas-flow rate corresponding to the 
vilification of simulation. 

Figure 14: Probability distribution of particles (Convergence distance : 10.5, 11.0 mm) 

Figure 15: Probability distribution of particles (Carrier gas-flow rate : 6 L/min) 

  
(a) Convergence distance 𝐿𝐿  : 10.5 mm (b) Convergence distance 𝐿𝐿  : 11.0 mm 

  
(a) Convergence distance 𝐿𝐿  : 10.5 mm (b) Convergence distance 𝐿𝐿  : 11.0 mm 
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6 CONCLUSIONS 
An influence of carrier gas-flow rate and the deposition height on the particle distribution is 

investigated by conducting the computational fluid dynamics simulation. Furthermore, the 
design of powder-nozzle shape is discussed and evaluated numerically. The obtained results are 
summarized as follows: 

 
- According to the simulation considering the deposit with various heights, the particle 

distribution slightly spreads when the deposit is higher. The analysis of the flow 
velocity and pressure distribution indicates that the distance from the top surface of 
deposit and baseplate affects the particle trajectory under the nozzle. 

- In order to enhance the powder convergence even with low carrier gas supply, the 
powder-nozzle shape is changed by shortening the convergence distance 𝐿𝐿 than the 
standoff distance 𝑆𝑆. In the results of 𝐿𝐿 = 10.5 and 11.0 mm, �̅�𝑝 1.5 is improved to 94.8% 
and 93.3% respectively from the result in conventional nozzle of 90.5%.  

- The powder convergence on the baseplate is still low. The simulation results indicate 
that the new nozzles can achieve the high convergence stably and reduce total amount 
of gas supply by increasing the carrier gas-flow rate only on the baseplate. 
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